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Abstract. This document describes the intermediate state of the implementation of proofs-of-
concept (POC) that aim at demonstrating the use of simulation tests during the homologation 
and certification processes of autonomous vehicles. Several POC are currently being developed 
within the PRISSMA project and their particular ongoing work is presented separately. 
 
Résumé. Ce document décrit l’état intermédiaire de la mise en œuvre des preuves de concept 
(POC) qui visent à démontrer l’utilisation des tests de simulation lors des processus d’homolo-
gation et de certification des véhicules autonomes. Plusieurs POC sont actuellement en cours 
de développement dans le cadre du projet PRISSMA et leurs travaux particuliers en cours sont 
présentés séparément. 
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Chapter 1: UTAC POC 
 
Context (EN)         

AI based vehicles could have some safety weak points regarding for example repeatability, 
robustness, anticipation and overfitting for official known tests. So UTAC PRISSMA WP3 
team has built first answers and proposals to adapt or to create new homologation tests scenarios 
/ protocols / testing tools / evaluation metrics for the first WP3 POC tests in UTAC coming 
soon in February & March 2023. The second WP3 POC tests planed beginning of 2024 will 
bring confirmation and fine-tuning & modification of them. 

Our Inputs are deliverables of PRISSMA WP1 (particularly L1.4), WP2 & WP4 & WP6 (par-
ticularly scenarios for virtual/physical/open-road tests), WP8 (regulation/standards first works). 
We also preliminary made a review of available vehicles with intelligent & predictive ADAS 
functionalities, and made a bibliography/state of the art of research works & papers related to 
« tests for AI & AI for tests » and to AI evaluation tools & metrics in the critical industries 
(planes, trains...).   

UTAC WP3 first proposal is to test three vehicles (VW Golf 8 with predictive ACC, ZOE 
NEXYAD « MotorONE » research prototype with AI based anticipation driving, VALEO 
Drive4you delivery robot). There will be three categories of new tests (repeatability & robust-
ness, anticipation, overfitting), with some existing or new scenarios (standing pedestrian, hid-
den crossing pedestrian, strong curve/intersection…) & existing or adapted testing tools (new 
various pedestrian dummies…), with new evaluation metrics (measure of performance of Au-
tomated emergency breaking but also of anticipation and no-use of emergency maneuvers like 
AEB,..). 

 

Contexte (FR) 

Les véhicules à base d’IA pourraient avoir des faiblesses et des risques sécuritaires relativement 
aux points faibles de l’IA :  répétabilité, robustesse aux limites, anticipation, surapprentissage 
des essais officiels d’homologation. C’est pourquoi l’équipe UTAC du WP3 de PRISSMA a 
construit des premières réponses et propositions pour adapter les essais d’homologation véhi-
cules ou les compléter par de nouveaux scenarios / protocoles / outils / métriques d’évaluation 
d’essais véhicules pour les premiers essais qui arriveront en février et mars 2023 pour le POC 
UTAC. Le second POC UTAC WP3 est planifié début 2024 et permettra de confirmer & amé-
liorer ces réponses et solutions. 

Nos données d’entrée sont les livrables du WP1 de PRISSMA (en particulier L1.4), des WP2, 
WP4, WP6 (en particulier les scénarios pour les essais virtuels/physiques/sur routes ouvertes), 
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et du WP8 (en particulier les premiers travaux pour réglementer et standardiser l’IA dans l’auto-
mobile). Nous avons également fait une revue des véhicules intelligents disponibles pour les 
essais et les POC, et une bibliographie/état de l’art des travaux et articles de recherche relatifs 
à l’évaluation de l’IA, outils et métriques, en particulier pour les industries critiques (avions, 
trains...). 

La proposition résultante est de tester 3 véhicules (VW Golf 8 et son ACC intelligent prédictif, 
la ZOE prototype de la start-up française NEXYAD et sa conduite anticipative à base d’IA, et 
le robot livreur Drive4you de VALEO) , avec 3 catégories de nouveaux essais (répétabilité et 
robustesse, anticipation, sur-apprentissage) , avec des scénarios existants ou nouveaux (piéton 
immobile, piéton caché qui traverse, courbe/intersection sévère, ..), des outils existants ou adap-
tés d’essais (mannequins varies de piéton,…) et de Nouvelles métriques ( mesure de la perfor-
mance de l’arrêt d’urgence véhicule (AEB) mais aussi de son anticipation pour éviter ces 
manœuvres d’urgence). 

 

1. Adaptation of tests for approval and inputs of others PRISSMA WPs          
 
The objective of WP3 UTAC is to prepare the adaptation of approval tests for AI-based vehicles. 

At the beginning of the project, in the second half of 2021, we prepared this WP3 POC outlining 
what tests and methods could be used to approve vehicles with AI. The question was also what 
kind of AI could happen and in which systems and functions? 

We therefore exchanged with the main experts and leaders of PRISSMA WPs: Rémi Régnier 
and Guillaume Avrin for LNE (WP1, 2, 3), Emmanuel Arbaretier for APSYS (WP6, 7), 
Dominique Gruyer for UGE (WP 2), Bertrand Leroy for VEDECOM (WP1) and Paul Guil-
lemard for CEREMA (WP4). 

The following are the main trends:  

AI will arrive gradually in all vehicle functions, first perception, then route planning, trajectory, 
and control, Driver Monitoring, IHM, maneuvers like automated minimum risk maneuvers 
(MRM). 

The first pre-regulatory work of the GRVA automotive regulation group concludes that AI is 
necessary for automated vehicles because human driving behavior and best practices are not 
precise/quantitative requirements, not programmable for an automate, but can be learned by AI 
system. It could arrive on premium automated vehicles in 3 years." 

Experts do not see on-board « live » learning in vehicles in the short/medium term, as this would 
lead to changes in vehicle behavior that are impossible to validate. OEM process is to validate 
and freeze a software for a certain time, generally one or three years. 
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An IA system is not deterministic, does not meet a specification; It is a black box that can only 
be validated statistically: 
 - On potentially dangerous scenarios 
 - In relation to requirements/criteria/metrics which remain to be defined (data and learn-
ing, development, outcomes and safety). 

 
There is therefore a need for new metrics and new scenarios;  
 
A catalogue of critical scenarios will be known/learned by AI! Moreover, it will not offer rare 
scenarios for validations. 
 
The AI only masters what it has learned (Operational Design Domain (ODD)), so we will need 
tests of robustness (edge case), very numerous & expensive therefore if possible virtual.     
 
To be able to perform these virtual tests, the OEM models of sensors, fusion, vehicle decision, 
vehicle control, actuators commands…will be required and also a huge computing capacity. 
Hence, show the current projects and attempts to communalize the means of simulation by 
subcontracting them, and opportunity for the regulations to require that the OEM model be 
provided for type approval and also the data used for the AI training. On the other hand, at 
minimum the type approval Technical Service could provide the OEM secret randomized sce-
narios (corner case defined with the OEM at the limit of its ODD), for OEM testing them in 
SIL-HIL-VIL. 

The LNE clearly sees the approval of components made by LNE and the AI-based vehicle 
approval made by UTAC.    

A predictive model will be needed if no OEM model is available, for three objectives  
- for many simulations for safety virtual verifications, 
- for some approval physicals tests of robustness verification (identify the edge cases to 

be tested) and verification of the correlation of tests/simulation,   
- for explanatory-interpretability (understand-explain the black box).   

 
So a lot of testing will be needed to build a simplified predictive model by predictive modelling. 
 
For the approval, an audit will also be necessary (of the database and learning, validations,..). 
 
Both AI will be approved and each AI-based vehicle (according to AI act).  
One example of this is the Cyber Security and SW/OTA double approval process. 
 
The big problem with AI right now is perception, very hard to work out. It is also very difficult 
to specify an ODD in perception (examples: objects, sunset truck, pedestrian morphology, 
weather characteristics). Therefore, it is very difficult to make a specification of perception and 
to validate the perception function (OEM needs & type approval). 
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Therefore, it is very difficult to assess the reliability of a perception subsystem (allocation of 
requirements for reliability, which is necessary for the safety of operation). 

IA will arrive in a few years into the vehicles decision systems, because on-screen learning over 
thousands of kilometers of filmed driving becomes possible.  

For Predictive and explanatory models, OEMs needs it for validations and are in much better 
position than the Technical Approval Service to have or build them. 

The Technical Service of approval must however be competent (as in Safety or cyber), to be 
able to decide type approval, and also to offer these skills to small OEMs (via the projects and 
programs French or European as TEF).  

These first principles, dating from 2021, were then supplemented by the work and deliverables 
of the PRISSMA WPs in 2022, which must also be taken into account when defining the ap-
proval tests. 
 

- 1.1 Adaptation of tests according to vehicle ODD and first WP8 inputs  
According to the requirements of all autonomous vehicle regulations (ALKS, ADS, draft of the 
“Arrêté français autonomous urban shuttles”), the OEM will have to declare to the customers 
and to the type approval authority its ODD (Operational Design Domain). 

For example the speed : an OEM will declare its autonomous driving functionality is safe and 
operational for speeds of not more than a certain value of speed, for example 30 km/h. 

This constant of the declaration of ODD is therefore an important input for the approval tests 
of automated vehicles: these limits are the limits on which the AI based vehicle will be tested, 
verified and approved. 

As seen in the chapters below, while remaining within the budget and time constraints of WP3 
PRISSMA, we have tried to find vehicles with different driving systems with AI and different 
ODD, as varied as possible, in order to solidly build our proposals to adapt type approval tests 
for all kind of AI-based vehicles. 

- 1.2 Adaptation of tests according to OEM homologation safety audit and first 
WP6 inputs 
PRISSMA WP6 aims to construct and adapt the safety audit of the vehicle type approval. 

There is consensus on PRISSMA that the approval process of an AI based vehicle should begin 
with this functional safety audit, which will provide first inputs and themes and priorities for 
the approval tests & verifications. 

We summarize this by the diagram below, which was one of the conclusions of the WP3 + 
WP4 meeting of 16/09/2022:  
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  WP6 audit (vehicle safety weak points / validations, ODD & vehicle limits) 

      

  WP2 virtual approval tests for dangerous/complex scenarios 

  WP3 physical approval tests for ODD limits scenarios & critical scenarios 

 

  WP4 physical approval tests on real open roads for real tests & verifications 

 

- 1.3 Adaptation of tests according to needs/complementarity with virtual 
tests/open road tests (WP1 & WP2 & WP4 inputs). 
 

In October 2022, the work of WP1 and WP2 proposed a first distribution of the scenarios to be 
test, virtually or physically, depending on several dimensions:  

 The first dimension is the hazardous, feasible, or expensive nature of physical testing, 
which simulation enables to avoid. 

 The second dimension is the digital model availability for virtual testing: will the man-
ufacturer provide executable software models? 

 The third dimension is the time available for approval, as virtual tests sometimes require 
more time of preparation than closed track tests. 

- 1.4 Inputs from WP1 for methods and metrics to evaluate IA repeatability, ro-
bustness, overfitting. 
 

WP1 and in particular its deliverable L1.4 of October 2022 aim to provide an overview of the 
state of the art and recommendations on methods and metrics to evaluate systems based on AI. 

The pages 63-65 of the PRISSMA deliverable L1.4, reproduced below, asks three questions 
for the validation tests: 
 

1. How trustworthy are the uncertainty estimates of our model under perturbations? 
2. How robust are the predictions of our model under perturbations? 
3. How do uncertainty and accuracy of different methods co-vary under perturbations? 
 

Concretely, we previously described corruptions and perturbations proposed, and ideally would 
like the model predictions to become more uncertain with increased shift, as far as shift de-
grades accuracy. This is usually called “covariate shift. Hereafter, we start by selecting a subset 



[L3.2] Homologation tests protocols & strategy 
 

 Chapter 1: UTAC POC 10 
 

of perturbations, following state of the art results, allowing model evaluation and validation 
with reduced cost. Next, we explain decision process. 
 

1. Data perturbations 
(a) Data-set shift: We propose the following shift for autonomous driving system: 

• Time of day / Lighting 
• Geographical location (City vs suburban) 
• Changing conditions (Weather / Construction) 
They may be simulated using domain adaptation technique [35] that has 
emerged as a new learning technique to address the lack of massive amounts of 
labeled data by using labeled data in one or more relevant source domains to 
execute new tasks in a target domain. In our context, we propose the following 
validation condition. 

(b) Adversarial perturbations 
(c) General corruptions 
(d) OOD samples 
 
2. Robustness validation: In general, there are two different approaches one can take to 
evaluate the robustness of a neural network: attempt to prove a lower bound, or construct 
attacks that demonstrate an upper bound. The former approach, while sound, is substan-
tially more difficult to implement in practice, and all attempts have required approxi-
mations. 

 
On the other hand, attacks used in the latter approach are not sufficiently strong and fail often; 
the upper bound may not be useful. Moreover, as seen before, there exist different types of 
adversarial attacks and defenses for machine learning algorithms, which makes assessing the 
robustness of an algorithm a laborious task. Thus, there is an intrinsic bias in these adversarial 
attacks and defenses to make to further complicate matters. 
For instance, an evaluation process must avoid a model dependence behavior, insufficient eval-
uation, a perturbation dependent result. This requires a model agnostic adversarial robustness 
assessment. In [36], authors have recently observed that dual synchronized attacks based on L0 
and L∞ distance-norms allow a good robustness assessment on several neural network archi-
tectures. Moreover, their results suggest that L1 and L2 metrics alone are not sufficient to avoid 
spurious adversarial samples and it is better to combine dual norms (1 and ∞) to construct an 
upper bound on the robustness of the model. 
 
3. Uncertainty validation: naturally, we expect the accuracy of a model to degrade as it predicts 
on increasingly shifted data, and ideally, this reduction in accuracy would coincide with in-
creased forecaster entropy. A model that was well calibrated on the training and validation dis-
tributions would ideally remain so on shifted data. On the completely OOD data, one would 
expect the predictive distributions to be of high entropy. Essentially, we would like the predic-
tions to indicate that a model “knows what it does not know” due to the inputs straying away 
from the training data distribution. 
 
 
 

First Recommendation of ‘perturbation in black box’ robustness tests 
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To evaluate the robustness of a system with IA, this deliverable L1.4 recommends on page 64 
of “adversarial attacks in black box”, in order to see what the reaction of the system is and then 
gradually to adjust the attack to the system  

These attacks (or perturbations) with misleading data/configurations and at the limit of the sys-
tem ODD are possible in the machine learning phase of an AI but also in the operational phase; 
For very famous example, AI based sensor vision were attacked by road signalization panels 
with little black rectangles. 
 
The work of WP5 (cybersecurity) aims to protect the database for AI learning because to know 
this database is very helpful to attack it in operational phase. 
 
Attacks (or disturbances) of corruption are also recommended, that is with data/configura-
tions for use unavoidable & normal but misleading because at AI limits, like weather limits 
(fog, snow, cold, vibrations or movements decreasing image quality). The AI based system can 
be weak on these limit conditions because it made very learning on them. 
 
But, according to the meeting with the AI expert and leader of WP1, Rémi Regnier, on 7/9/2022, 
these attacks are easy and relevant in virtual tests but difficult and expensive in physical tests 
because a step-by-step process is necessary to identify the system limits. 
 

Second Recommendation of robustness tests:  
 

This type of testing seems to be very suitable for closed-track testing by UTAC, according to 
the same meeting with the AI expert and leader of WP1, Rémi Regnier. 
 

Third Recommendation for uncertainty testing (repeatable/stable or chaotic sys-
tem)  
 

Again, these tests seem suitable for closed track UTAC tests, according to the meeting with AI 
expert and WP1 leader Rémi Regnier. 
 
These tests assess the uncertainties of the system due to the different dispersions/ margin of 
error of its components (sensors, position & RTK ...) and the propagation of uncertainty in the 
neuronal networks of the AI system. 

 
The system will be validated repeatable and stable if for very close inputs, there are very close 
results, otherwise it will be labeled chaotic.  
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2.Review of AI-based vehicles/driving functions available for POC and tests  

2.1 Meetings/discussions with the experts of UTAC and PRISSMA, with NEXYAD, 
VALEO and MILLA OEMs, and resulting choice for vehicles & planning of UTAC 
POC and tests   
Throughout the second half of 2021, meetings were held with UTAC and PRISSMA experts. 
The exchanges with the UTAC experts made it possible to have the inputs and first visions of 
new intelligent ADAS functions and of regulatory and consumerist works (Euro NCAP). 

The discussions with PRISSMA experts provided a technological vision of progress of AI and 
of AI possible applications for automotive industry, they also provide options and ideas of so-
lutions to evaluate and type approve AI based vehicles. 

 

UTAC Expert Vision: New Intelligent Speed Control Functions 

As it is often the case, Euro NCAP is the precursor and incentive for new driving intelligent 
functions that will improve safety. These new functions, called Speed Limit Information Func-
tions (SLIF) and Speed Limit Control Functions (SLC), do arrive in the future Euro NCAP 
safety assessments, which are still unofficial and are being discussed in the Euro NCAP WGs 
(in which UTAC participates). 

The Euro NCAP will gradually introduce bonus points in its vehicle evaluations if such func-
tions of driving can manage (with an alert to the driver or with an automated speed reduction) 
the situations in the figure below, called features:  

 

Euro NCAP is well aware of nature/numbers/root causes of road accidents in the main European 
countries and is convinced on the well-known fact (and widely shared by the French authorities 



[L3.2] Homologation tests protocols & strategy 
 

 Chapter 1: UTAC POC 13 
 

in charge of road safety, DSR and ONISER) that excessive speed is the main cause of road 
accidents. 

The Working Group ‘France rating level3 Euro NCAP’, led by UTAC and attended by French 
manufacturers (Stellantis, Renault, Valeo) has the same vision and confirms (see figure below) 
that the best automated vehicle is the one that avoids emergency maneuvers through the use of 
intelligence and anticipation, as the human driver know to drive:  

 

 

At the LNE Forum for Evaluation of AI on 24 November 2021, during the round table UTAC               
confirms this vision with the following example: « an intelligent vehicle should not have to 
choose between crashing an old-women crossing or a baby running on the road, it should be 
able to anticipate and to avoid this critical situation ». 

 

The proactive ACC and the ‘safe speed’ developed by the French start-up NEXYAD 

Among all the manufacturers contacted for the UTAC tests of the POC of PRISSMA WP3, 
NEXYAD is clearly the most skilled about anticipation functions, working for more than 10 
years on AI based intelligent automated driving functions. 

NEXYAD has gained experience since the 2000s through 12 collaborative research programs 
with road safety and infrastructure experts from 19 countries, and NEXYAD has developed a 
new driving functionality that estimates road risk and therefore adapted and relevant safe speed. 
This relevant speed can be lower than authorized speed limit!  

NEXYAD calculates in real time the level of risk of the situation, according to the context 
(infrastructure, traffic, presence of vulnerable persons...), according to speed, configuration of 
the road, signaling, visibility, proximity... Also, according to more than 5000 rules built by IA 
from a database of road accidents built during its experiment on 12 collaborative research pro-
grams with road safety and infrastructure experts during 10 years and in 19 countries. 
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The level of risk calculated by NEXYAD, called safety score, is illustrated with the figure 
below, and the commonsense principle that « to drive safe with a low risk, you have to stay in 
green situation and not be close to red high risk situation »:  

 

NEXYAD also agrees with the principle and consensus (Euro NCAP, French authorities DSR 
and ONISER), that speed is the main cause of road accidents.   

NEXYAD has studied accidents extensively (over 10 years and in 19 countries) and estimates 
that the prudent driving and anticipation, at the very beginning of the chain, represent 99.9% of 
the behaviors observed. Risk behaviors that do not have consequences are absent from the sta-
tistics, but they do exist and sometimes lead to emergencies, which are rare but focus all the 
attention of manufacturers and OEMs. Fatal accidents are even rarer (around five deaths per 
billion km in the OECD). 

Thus, NEXYAD is very advanced in accident analysis and is almost the only one to have a 
numerical analysis (in probability) not of accidents but of the “near-accidents”. On the figure 
below, the road accidents and near-accidents tree, in which NEXYAD estimates that for one 
accident there have been 69 near-accidents, which is potential accidents that have been avoided 
through good driver reactions. NEXYAD used these 69 potential accidents to build its antici-
pative system, which have to anticipate them, like a good and prudent human driver: 
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Two new innovative and intelligent proactive functions developed by NEXYAD:  

Thus NEXYAD has developed (and patented) two new functions of intelligent driving, and is 
in discussions with many French, German and Japanese manufacturers to market them: these 
driving functions use the estimation of the risk of NEXYAD and the consequently relevant safe 
speed to minimize the risk and to stay in the green zone of driving risks (previous figure). 

The risk is estimated according to the road map (arrival on a steep curve, a tight crossroads...) 
and also what the vehicle sensors see (vehicle poorly parked, crowded crossroads, low field of 
vision 

NEXYAD's 2 innovative and intelligent proactive driving functions are:  

• A safety assistant (named "safety coach") who alerts the driver when his driving 
behavior is no longer prudent (risk too high) in relation to the driving context (accident 
reduction estimated by NEXYAD of at least 25%). 

• An intelligent and proactive ACC that automatically regulates the vehicle speed ac-
cording to the driving context (up to 75% accident reduction according to NEXYAD) 

• NB the difference in the result between 25% reduction of accident in alert mode com-
pared to 75% of the intelligent ACC mode is explained by the fact that the driver may 
not immediately and always take into account the warnings and not slow down. 

 

These two new functions are being implemented on a prototype vehicle, the NEXYAD 
DREAMOTOR1, see photos below, which is therefore one of the most advanced prototypes in 
the world (On PRISSMA there is no French actor among vehicle manufacturers and it’s difficult 
to know their skills and developments on these very upstream and very competitive subjects). 
NEXYAD is part of the French industrial research and development group of the Regions Nor-
mandy/Ile de France, called NEXTMOVE (previously MOVEO), which supported and facili-
tated these innovative projects. 
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This prototype vehicle was rapidly tested in September 2022 by the team PRISSMA of  UTAC, 
on a one-hour circuit, allowing identifying interesting scenarios for PRISSMA tests in 2023; 
This prototype should be operational in March or April 2023, which could be just in time for 
the PRISSMA 2023 UTAC POC & tests.  

We have regular meetings with NEXYAD about this planning of WP3 POC & tests, and this 
will be clarified in February: either NEXYAD prototype is ready for WP3 POC 2023 tests, or 
we have to find another interesting vehicle.  To rent an up-to-date level 2 commercializes vehi-
cle like a Tesla or a Mercedes is also a good option. 

 

Exchanges with MILLA 

In mid-2021, exchanges took place with the French manufacturer MILLA, which presents the 
interest of having developed a delivery robot, picture below, which is the ideal use case for 
POC PRISSMA. However, these exchanges have not been very extensive and have no way to 
achieve the integration of robot-delivery to WP3 tests of UTAC. MILLA is involved in many 
projects French and European research, and on our side The PRISSMA WP3 test budget is not 
unlimited and we had to aim 2 to 3 vehicles Maximum for our trials. 
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Other vehicles available and testable for UTAC PRISSMA WP3 tests & POC: 

 
According to that the objective of WP3 part UTAC is to prepare for the adaptation of the ap-
proval test to AI based vehicles, our needs are ideally to make these tests on different vehicles 
with a maximum of AI on board, not only like today on camera sensors. 
 
Rent an ultra and autonomous level 3 vehicle like the New Mercedes Class S, see picture 
below, recently approved for German motorways is therefore an interesting opportunity.  
 
 
 
 
 
 
 
However, the vehicle has not yet been approved for the French motorways and no cooperation 
exists with the constructor to enable the driving function (ALKS) in France and to have access 
to the results internal to the vehicles and its computers and functions. Another point is that today 
the Knowledge of technology content, AI and performance of this new vehicle is very limited. 
Therefore, this opportunity seems a little premature for the first part in 2023 of the UTAC WP3 
tests and will have to be reconsidered for the second part of tests & POC in early 2024. 
 
 
The opportunity of two VEDECOM EasyMile autonomous shuttles has also been studied. 
These two shuttles (see figure below) were experimented on open roads more than 1 year on a 
circuit linking a bus stop and the VEDECOM site in Versailles-Satory. 
 
 
 
 
 
 
 
 
 
This approach has not been taken, because it is from the older generation of shuttles, with few 
AI available and which have only been validated with the manufacturer only on a few prede-
fined and fixed paths. Therefore, it should also be necessary to benefit from a wide collaboration 
with the manufacturer before being able to make any test. 
 
 
We also came to the same negative conclusion for the opportunities of testing:  
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- the ‘old’ shuttle ARMA NAVYA from the UGE, proposed by UGE for UTAC tests 

 
- the autonomous Renault ZOE of INRIA in Grenoble, which is technically very inter-

esting but not available because already used for WP3 TRANSPOLIS POC in Lyon. 
 
 
Other intelligent and predictive ADAS are on the market, particularly among German 
manufacturers, and we have studied them, and quickly tested them (in next chapter 2.2 for the 
VW GOLF8 predictive ACC). 
 
Most VW vehicles (golf 8, Arteon 2017, ID3, New Polo) have effectively a predictive ACC, 
capable to read (with on-board cameras) agglomeration entrance/exit speed limitation signs and 
(with road HD maps) strong curves (of roads, roundabouts,…), and also capable to automati-
cally adapt its speed through the ACC function. 
 
This is a basic predictive driving feature, without AI and machine learning nor driving risk 
evaluation as NEXYAD proposes. 
 
 
Here below is a good summary of this functionality of the Golf 8, found in Volkswagen docu-
mentation:  
 

ACC with predictive speed detection 
 

The latest generation of Automatic Cruise Control (ACC) works in advance on the Golf. 
The system calculates the Golf's position using route data and the navigation system's 
GPS, enabling it to anticipate and reduce speed before bends, roundabouts, junctions, 
speed limits and urban areas. At the same time, 'ACC' uses the front camera's recogni-
tion of traffic signs and regulates speed as soon as a speed limit is detected. The most 
advanced version of 'ACC' also incorporates a traffic jam assistant. 

 
As well as here below on SEAT vehicles (which is a Volkswagen Group brand):   
  

Adaptive Cruise Control (ACC) 
 
Until now, the ACC system has adapted the car's speed to that of the vehicles in front, 
thanks to front radar. With the New SEAT Leon, this system equips the vehicle with 
new predictive elements that allow the driver to adapt his or her driving speed to the 
road and to the GPS data provided by the navigation system, which also allows the 
driver to correct the speed according to the road layout, bends, roundabouts, junctions, 
speed limits or work zones. In addition, using information from the front camera and 
sign recognition, the system can adjust the vehicle's speed when the limits change. 
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The Audi brand also offers regulation of Predictive Speed (on A4, Q3, Q7...), see here below: 
 

Predictive control 1) uses map information from the navigation system to adopt antici-
patory driving. For traffic sign identification, the system also takes into account the in-
formation received from the sign detection identified by camera link. The system brakes 
autonomously in the event of a speed limit or before changes in the road layout (bends, 
intersections or roundabouts), then accelerates your vehicle again to reach the memo-
rized speed). 

 
The users of these predictive ACCs testify on the internet to the effectiveness of this function 
and are satisfied with the flexibility of the speed regulator which automatically detects and 
adapts the vehicle speed before entering on a roundabout or on a strong curve. 
 
However, there are also many dissatisfied people who say that they no longer use this function 
(by disabling it) because it regularly generates false alarms (false positives) and sharp slow-
downs or even sharp brakes when there is no risk, just because they read speed limitations signs 
from others close roads or from incorrect roadmaps data:  
 
See example of dissatisfaction here below:  
 

 
 
 
Note that this speed control, which anticipates turns, intersections, areas with limited speed 
seems also very interesting for the environment and the consumption/emission of the vehicle, 
announcing about 10% off consumption/emission reduction, see here below:  
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That is also why many trucks have now this function: MERCEDES, DAF Trucks... 
 
The predictive ACC function is also proposed in the after-sales (second assembles), but in this 
case it is rather the community of users that indicates the zones where it is necessary to slow 
down. 
 
The French or Japanese manufacturers do not offer any predictive ACC, but announcement 
could be imminent from STELLANTIS and NEXYAD. 
 

2.2 VW GOLF8 predictive ACC preliminary tests and identification of interesting 
scenarios 
 

These preliminary tests confirmed that VW Golf 8 and its predictive ACC would be interesting 
to test in the UTAC POC in order to estimate its performance and define new tests related to 
repeatability, robustness, anticipation & overfitting verification of intelligent functions. 

 
How predictive ACC (called Travel Assist) works:  
This system combines two driver assistance functions, Adaptive Cruise Control (ACC) for lon-
gitudinal assist and Lane Assist for lateral assist. 
 
A button on the multifunction steering wheel, which therefore triggers longitudinal speed assist 
and lateral position assist, activates this function. For safety reasons, the driver must keep his 
hands on the steering wheel for the guidance to be effective.  
In addition to this longitudinal speed guidance, an anticipation function can be added. The sys-
tem calculates the position of the Golf based on GPS and route data from the navigation system 
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and must adapt the speed in advance to the approach of bends, roundabouts, crossings, speed 
limit zones etc. At the same time, it uses the traffic sign recognition system via the front camera 
and must adapt the speed as soon as a limitation is detected.  
 
Test areas at UTAC:  
UTAC tested this function on different test tracks simulating different environments:  
TEQMO Highway:  

 

             
 
TEQMO City:  
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Road Circuit :  
 

 
 
 
 
 
Tests done:  
Different runs were carried out on the 3 types of tracks. The "Travel Assist" function is activated 
by pressing the steering wheel button:  

 
 
 

A reasonable speed instruction is given to the system at the start depending on the environment. 
The vehicle was equipped with a VVBOX to take two synchronized video views (Dashboard 
and road), the runs have been recorded and stored on a SharePoint. 
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Runs of several minutes were carried out on the 3 types of tracks with activation of "Travel 
assist".  During driving, the so-called "anticipative" feature could be observed in different 
places, approaching a bend or a dangerous curve by this type of message on the Dashboard:  
 

 
 

This message was followed by an automatic speed adaptation by braking the vehicle, at the 
speed recommended by the message. 
The adaptive function by reading the speed limit signs could also be observed, for example 
when passing a traffic sign 110kph:  
 

            
This message was also followed by an automatic speed adaptation by braking the vehicle, at 
the speed read on the traffic sign. 
 
 
Observations:  

o TEQMO City: 
No anticipation was observed on this track. 
 

o TEQMO Highway: 
Interesting track with several adaptive reactions of the system: 
 

« Bend ahead, 45 km/h » 
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o Road Circuit : 
 
Some speed adaptations in curves: 

 
 
Appearance of an additional pictogram when driving on the road circuit, dangerous turn sign 
before almost every bend. 

 
 
 
 

 
 
Conclusion:  
 
The anticipation system proposed in this vehicle showed some interesting reactions on the 
UTAC tracks.  
The tracks being quite specific, the system can have trouble anticipating correctly, a driving in 
real conditions on open road would be interesting.  
The bad anticipation of the Travel Assist system forces the driver to react and press the brake 
pedal, so the Travel Assist is deactivated. A using of the system on the highway on a long-
distance journey should be more relevant and require less driver input. Otherwise, the user could 
choose not to activate. 



[L3.2] Homologation tests protocols & strategy 
 

 Chapter 1: UTAC POC 29 
 

3. Bibliographic studies and state of the art for « tests for AI and AI for tests »  
 
Driverless vehicles are one of the technologies that has shown substantial progress in recent 
years. Driver Assistance Systems (ADAS) like lane-keeping, adaptive cruise control, collision 
avoidance is becoming more and more efficient and their deployment will reduce accidents and 
reduce the travel time [1]. This progress is due to the artificial intelligence (AI) embedded in 
the AVs which represents one of its most important components [2]. 

It has been shown that various AI approaches provide promising solutions for the development 
of AVs, which provides a fused process between the data acquired by the vehicle and the results 
of the implemented AI model as shown in Figure 1. 

 
Figure 1 Fusion of artificial intelligence with VA [23] 

These approaches have been applied in various applications such as perception [3], motion 
planning [4], decision making [5] and safety validation [6], [7], [8]. 
 

3.1 Use of AI in Avs 
 
 AI for perception 

Perception is an action similar to human vision. AVs use sensors to analyze and monitor 
the environment. The authors of [9] have grouped existing perception methods into two 
categories: 

 Mediated perception 
It develops detailed maps of the AV's environment by analyzing the distances of 
vehicles from surrounding objects (vehicles, pedestrians, trees, road markings, 
etc.). In this approach the AV uses AI algorithms like CNN (Convolutional Neu-
ral Network) for object detection, the simplest example is the detection of traffic 
lights which in some cases is more efficient than human, the efficiency of the 
DNNs (deep neural networks) used reaches 99.46% [10]. In addition to that clas-
sification methods have been used, for example [11] proposed a machine learn-
ing method for perceptual classification that reached a competitive recognition 
performance of 99.54% on the reference data of German traffic signs. 
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 Direct perception  
This method does not create a map of the vehicle or a detailed trajectory plan 
but controls directly the output of the steering angle and Speed of the vehicle 
with the DNNs proposed by [12]. PilotNet, which is a framework for CNN, was 
proposed by [13] [14] to train AVs to steer on the road with camera images as 
input and direction parameters as output. 

 AI for localization and mapping 
Most autonomous vehicle manufacturers such as Uber, Google...etc. use mapping meth-
ods that involve driving specific roads beforehand and collecting detailed sensor data, 
such as 3D images and high precision GPS data. The authors of [15] proposed to fuse 
data from GPS, inertial odometer, and cameras to estimate the trajectory of a vehicle. A 
two CNN system was used by [16] one for short range object detection (2-25 m) and the 
other for detection (15-55 m) given the low resolution of the input images then the out-
puts of the two CNNs were combined to estimate the final range projection. 

 AI for decision making 
After receiving the different data, the AVs use them to make decisions and act with the 
environment with different applications like automatic parking or planning. Researchers 
in [17] proposed a two-stage random forest-based classifier to assist autonomous sys-
tems; this system was validated in the Audi Autonomous Driving Cup, a university level 
competition. For path planning, an algorithm for clustering obstacle trajectories and op-
timizing continuous contingency trajectories for VAs has been proposed [18]. 
 

Artificial intelligence has propelled the development of autonomous vehicles, but as it is a non-
deterministic technology [20] that gives non-repeatable results, another challenge is added to 
the development of an AV which is the testing of AVs.  The traditional homologation methods 
that aim to ensure the safety of vehicles on the market are no longer applicable to AVs. Espe-
cially since a recent study shows that AVs have to travel "hundreds of millions of kilometers 
and, in some scenarios, hundreds of billions of kilometers to create enough data to clearly 
demonstrate their safety" [19], so it becomes necessary to design new solutions for testing AVs.  
 

3.2 Challenges of testing AVs 
 
The deployment of an autonomous vehicle system faces several challenges that are summarized 
by [20]:  
 driver out of the loop 

In a fully automated system, the driver does not have to intervene, so the entire respon-
sibility is on the autonomous vehicle [21]. Therefore, there are uncontrollable situations 
where the human factor cannot establish a safe state so the systems must be designed to 
a higher Automotive Safety Integrity Level (ASIL) [22]. 
 

 complex requirements 
In addition to the exclusion of the human factor, the system must handle the different 
situations it may face, such as different weather changes, improbable incidents such as 
non-visible signs, etc., which increases the requirement for AV design. 
 

 non-deterministic algorithms, 
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Many machine learning-based algorithms have been implemented on AVs, these models 
are probabilistic and non-deterministic so they are not repeatable and sometimes provide 
results that are only correct with a certain probability so testing and validating such 
systems is a challenge for two reasons: 

 The difficulty of exercising a particular boundary case because boundary cases 
only act if the system receives very specific data as input. 

 The difficulty to verify if the test results are correct or not because we have 
different behaviors due to the non-determinism. 
 

 inductive learning algorithms1 
There are different approaches to machine learning such as supervised and unsupervised, 
whatever approach is adopted leads to inductive learning in which the examples used 
for learning are used to build a model. This makes it difficult to validate these models 
because the data used for testing must be different from the data used for training in 
order to detect overfitting. 
 

 fail-operational systems 
Failed operational systems are used in fields such as aerospace but it is still difficult to 
design them. First, it is necessary to ensure redundancy, i.e., if a system fails, it is nec-
essary to ensure the existence of other systems to take over. 
 

As the testing and validation of an AV embedding artificial intelligence faces several challenges 
it becomes necessary to build robust test systems respecting certain criteria. 
 

3.3 Features of tool for testing AVs 
 
 Safety 

It is dangerous to test AVs on public roads, so it is necessary to redirect to simulations 
or track tests. 

 Efficiency 
Since the biggest challenge when it comes to testing AVs is to perform tests that produce 
repeatable results, it is necessary to target the tests in order to be able to detect the max-
imum number of failures. 

 Coverage 
It consists of finding all high-probability failure scenarios, or areas of the ODD where 
performance is below the acceptable level. 

 Black-box interaction 
AVs are considered as black boxes that preserve the integrity and confidentiality of the 
implemented system. Therefore, the tests are oriented towards the evaluation of a black 
box system. 

 Adaptability 
As vehicle behavior is constantly changing, basing tests on fixed scenarios does not 
guarantee the proper functioning of the vehicle, so it is necessary to design tests that are 
adaptive to vehicle behavior. 

                                                
1 Inductive learning consists of giving examples of a function in the form of data (x) and the output of the function 
(f(x)). The objective of inductive learning is to learn the function for new data (x). 
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 Unbiasedness 
Unbiasedness implies that risk estimates are not systematically distorted by past perfor-
mance or test environment artifacts that deviate from actual operating conditions. 

 Prioritized results 
To obtain usable information, security testing must classify and prioritize failures in 
order to target the tests to be performed. 

 

3.4 Existing intelligence testing approaches  
 
There are different approaches to test an autonomous vehicle. The authors of [19] have grouped 
them into two categories: 
 

3.4.1 Scenario-based testing 
 

When a vehicle is deployed in public roads, it can face different and sometimes not usual situ-
ations, so it must be able to face them by exploiting well the data received from its environment 
to take the right decisions to interact with the environment. Therefore, it is necessary to test a 
vehicle in specific and unusual scenarios as shown in figure 2. 

 
Figure 2: A scenario in which test vehicles must pass through several intersections, a tunnel, and a work 

zone where pedestrians and vehicles may appear [19]. 
 
To execute a scenario, it is necessary to consider several parameters such as the position of the 
vehicle, the weather, the state of the road ... etc., according to the input parameters a vehicle 
reacts, so that each group of characteristics correspond to outputs that will allow the interpreta-
tion of the behavior of a vehicle. 
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Since AVs are equipped with artificial intelligence like DNNs, these networks must have an 
appropriate number of parameters to be able to learn from huge databases without losing their 
own previous experience [24]. This makes a vehicle learn from many input features which in-
creases the complexity for testing with scenarios as it becomes difficult to execute a scenario 
from many inputs, so the authors of [25] proposed a method to select features that act most on 
the behavior of an autonomous vehicle. They based their research by asking several questions 
to which they tried to find answers, as summarized in Table 1. 
 
Question Answers 
How to identify the key characteristics of an 
effective test case? 

Use of ISA (Instance Space Analysis) which 
builds a two-dimensional instance space 
based on the input characteristics of the test 
cases and the test result. The generated in-
stance space provides visual insights into the 
impact of various features (test input) on the 
effectiveness of test cases (test result). 

Can we predict the outputs of the test case by 
introducing the key features? 

Use of a machine learning model, i.e., imple-
menting a predictive model that from a com-
bination of input parameters will predict the 
output. This will allow targeting test scenar-
ios in simulation or real life. 

Has the system been sufficiently tested? Usually, the code coverage metric is used for 
software testing, this metric indicates the rate 
of code executed during the test, the higher 
the rate, the fewer bugs there are, but it is not 
possible to use it in simulation or in real life 
for testing AVs based on artificial intelli-
gence. For that a new metric called Instance 
Space Coverage is used 

 
Proposed system  
 
To implement the ISA system proposed by [25] the researchers ran 30k test scenarios from 
which they extracted 61 features; these features were used to construct an instance space. This 
instance space was used to extract the features that most influence the behavior of the AV and 
then empirical bounds were determined from the max and min values. Four machine learning 
models (random forest RF, k-Nearest Neighbors kNN, Decision Tree DT, Multilayer Percep-
tron MLP) were used to predict the behavior of the vehicle from the relevant inputs.  
 
 
 
 



[L3.2] Homologation tests protocols & strategy 
 

 Chapter 1: UTAC POC 34 
 

 
 
 
 
 
 
 



[L3.2] Homologation tests protocols & strategy 
 

 Chapter 1: UTAC POC 35 
 

The test scenarios are distinct and impossible to list. In general, they involve only simple ma-
neuvers, a small number of vehicles and short driving times. For this reason, the researchers 
have proposed a tool called SAFE TEST that combines two technologies, namely NADE [26] 
naturalistic and adversarial environment, and an augmented reality test environment [27]. 
 
 

 Augmented reality test environment (called VIL in PRISSMA) 

This solution was developed to address the lack of vehicle interaction available to researchers 
using test tracks such as Mcity. Currently, these facilities simply offer empty roads to perform 
tests. To add real vehicles to a test scenario, companies would have to spend thousands of dol-
lars and hours on coordination and control. The team developed an augmented reality environ-
ment that allowed them to add virtual traffic to Mcity in the background that the test vehicle 
considers "real." The simulated vehicles are easily controlled, so specific test scenarios can be 
repeated perfectly every time. 

 
Figure 3 Overall Design of augmented reality environment [27] 

 
The proposed system consists of three elements as shown in Figure 3 

 Simulation platform  
The simulation platform receives data from the CAV and then uses the GPS data to update the 
position of the vehicle in the simulation environment and build the test scenarios. 

 Autonomous and connected vehicles 
A Lincoln MKZ Hybrid was used for the test of the augmented reality environment. This vehi-
cle is fully connected and automated and is equipped with various sensors as shown in the 
Figure 4. 
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Figure 4: Vehicle used for the simulation [27] 

  
 Communication network  

The communication network transmits data between the simulation platform and test 
CAVs 

In order to test the proposed system three scenarios have been set up: Level crossing, red light 
crossing, traffic light priority. 
 
 

 NADE (Naturalistic and Adversarial Driving Environment) Equivalent to 
VIL 

This research addresses the lack of safety critical scenarios that a test vehicle might experience 
on the road. These rare situations, such as a vehicle merging in front of you as shown in figure 
5 or sudden braking, are important for an AV to respond to ensure public confidence. NADE 
inserts background vehicles that perform these contradictory and rare maneuvers at a much 
higher rate. Simultaneously, the environment uses natural driving data from the University of 
Michigan to ensure impartiality. 
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Figure 5: A vehicle merging in front of you 

 
In addition to long-tail event generation, NADE can also provide systematic analysis of safety 
performance. This includes counterfactual simulation that compares what happened with what 
would have happened in relevant situations. Long-tail events can also be augmented to meet 
the user's needs. Other important analyses performed by NADE include safety measures, acci-
dent type, accident responsibility, and a VA strength and weakness analysis. 
 
As the space of all possible scenarios is huge, the execution of all these scenarios is costly in 
terms of time and budget, which is why the researchers of [28] proposed to implement a tool 
that allows identifying high-risk test scenarios that are most likely to reveal the failures of a 
system. 
 
For this, they follow three steps:  
 

 Step 1 
Use multi-objective search to obtain test scenarios that focus on multiple critical aspects 
of the system and environment at the same time. 

 Step 2 
Reduce the execution time of the search algorithm by proposing a new combination of 
multi-objective search with surrogate models built based on supervised learning tech-
niques [29]. 

 Step 3 
Consists of testing the proposed approach by applying it to an industrial use case that 
the "PeVi system" (pedestrian detection vision based). It consists of the detection of a 
pedestrian when vision is disturbed due to metrological conditions for example for that 
"physics-based simulation platforms" [30] is used. 

 
Just as the researchers who built the PeVi system used the surrogate models to reduce the exe-
cution time of the proposed approach other researchers in [31] proposed the surrogate models) 
during the simulations by applying an iterative approach for testing autonomous vehicles. 
In order to test the behavior of a model it is necessary to optimize the objective function (cost 
function) with the search for a maximum or a minimum, for this it is necessary to use a lot of 
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simulation in order to reach a convergence. As it is not always obvious to achieve this optimi-
zation, the solution is to approximate the cost function with another function that will be opti-
mized. This last one represents the cost function in a region of interest (i.e., the region where 
the vehicle is malfunctioning) 
The scenario consists of a car driving in a straight line and an obstacle whose position is variable 
as shown in Figure 6. An error in the field of view of the sensor was introduced. The goal of 
the proposed algorithms was to find the test case with the worst accident evaluation. 

 
Figure 6: Scenario setup [31] 

 
 
 
 

3.4.2 Functionality-Based Testing (called sub-systems tests in PRISSMA) 
 
Functionality-based testing allows to test vehicles based on 3 functionalities [32][33]: detec-
tion/recognition functionality such as vehicle recognition, traffic sign recognition, etc. as shown 
in Figure 7, decision functionality with respect to the recognized information and action func-
tionality.  

 
Figure 7: Recognition function [19] 
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Figure 8: General architecture of functionalities of AV [34]. 

 
Figure 7 shows a general architecture of an AV from a functional point of view, so testing a 
vehicle based on functionality comes down to testing the different artificial intelligence meth-
ods that have been presented in section Use of AI in AVs. 
 
 
Scenario-based testing vs functionality-based testing 
 Benefit Shortcomings 
Scenario-based testing - Complete tests when run-

ning a scenario 
- Ability to detect failures 
through critical scenarios 
 

-Very large space of scenar-
ios 
- Important runtime of all 
scenarios 
- Limitation of simulation 
platforms, hence the need to 
perform real tests 
- Danger of testing on public 
roads, hence the need for test 
tracks 

Functionality-based testing - Possibility to quantitatively 
evaluate a part of the intelli-
gence implemented on the 
AV 

- The tests are performed sep-
arately 
- Lack of complete vehicle 
intelligence testing 
- Lack of a standardized data-
bases that ensure fair com-
parisons for functional 
testing of autonomous vehi-
cles 

 
 
In UTAC POC for WP3 PRISSMA, we address scenario-based tests because they are more 
relevant and representative of type approve tests. 
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This State of the art confirms that most of papers cover AI for virtual tests and not AI for phys-
ical tests. Nevertheless, some ideas and axes of these papers have inspired us to conceive our 
physical tests in UTAC WP3 POC, similarly to WP1 inputs, as explained previously in chapter 
1.4 « Inputs from WP1 for methods and metrics to evaluate IA repeatability, robustness, over-
fitting ». 

4. Drafting of scenarios/protocols of the 1st POC/tests 
 

4.1 Preamble: 
 
All the following scenarios will be performed on the three different vehicles equipped with 
ADAS intelligent functions described before. 
 
Firstly, the scenarios will be performed in a subjective way (no equipment) in February 2023 
to see which scenario is relevant or not. This part will last 0.5 day per vehicle. 
 
Objective testing, with equipment, during March/April, will follow this protocol.  
 
The ENCAP protocols will be taken as model for all the testing. Depending on the functionali-
ties available on each vehicle, the protocol used will be AEB protocol or AD protocol. 
 
ENCAP has been taken as a model because this is a well-known and mastered protocol; also, 
their requirements are stricter than Regulation Protocols and can reveal the weakness of an AI 
system. 
 
Furthermore, most of the vehicle with ADAS and without AI can handle the Regulation Proto-
col quite easily, whereas the ENCAP Protocol can point out some weakness of the systems. The 
goal is to challenge the AI system with harder situations. 
 
Below the specifications of ENCAP Protocol that we will follow:  
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4.2 Critical scenarios and repeatability  
 
The first category of testing is about Repeatability, the goal is to perform many repetitions of a 
given scenario, with the same conditions and verify if the performance is similar. 
 
Today, on a vehicle equipped with classic ADAS systems (ex: AEB), we note that the perfor-
mances are not always repeatable. Here are some examples of repeatability results on ENCAP 
scenarios: 
 
Pedestrian scenarios: 
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Car to Car scenarios: 
 

 
 
Bicycle scenarios: 
 

 
 
The goal is to see if the AI on the last ADAS system increase the performances or not, compared 
to a system without AI. 
 
The following scenarios will be performed 10 times each.  

4.2.1 CPNCO-50 (Car to Pedestrian Nearside Child Obstructed 50%) 
This scenario refers to the ENCAP 2023 protocol:  
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Car-to-Pedestrian Nearside Child Obstructed 50% (CPNCO-50) – a collision in which a vehicle 
travels forwards towards a child pedestrian crossing (5kph) its path running from behind and 
obstruction from the nearside and the frontal structure of the vehicle strikes the pedestrian at 
50% of the vehicle's width when no braking action is applied. 
 

4.2.2 CPFA-50 (Car to Pedestrian Farside Adult 50%) 
This scenario refers to the ENCAP 2023 protocol:  
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Car-to-Pedestrian Farside Adult 50% (CPFA-50) – a collision in which a vehicle travels for-
wards towards an adult pedestrian crossing (8kph) its path running from the farside and the 
frontal structure of the vehicle strikes the pedestrian at 50% of the vehicle's width when no 
braking action is applied. 

4.2.3 CBLA-50 (Car to Bicyclist Longitudinal Adult 50%) 
This scenario refers to the ENCAP 2023 protocol:  
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Car-to-Bicyclist Longitudinal Adult 50% (CBLA-50) – a collision in which a vehicle travels 
forwards towards a bicyclist cycling (15kph) in the same direction in front of the vehicle where 
the vehicle would strike the cyclist at 50% of the vehicle’s width when no braking action is 
applied. 
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4.3 Critical scenarios and robustness 
 
The second category of testing is about Robustness, the goal is to perform many variants of a 
given scenario and verify if the performance is similar. 
 
For examples, we can change the speed of the target, the color of the clothes… 

4.3.1 CPNCO-50 (Car to Pedestrian Nearside Child Obstructed 50%) 
Same scenario as 4.2.1 with different alternative of it. If the obstruction is too harsh, it can be 
removed. 
SPEED CHANGING: 
- Child running at 6kph  
- Child Start @3kph and accelerate @6kph 
 
FORM CHANGING: 
- Child wearing a backpack 
- Child with a stuffed toy 
 
COLOR CHANGING: 
- Child with yellow jacket 
 
SURROUNDING CONDITIONS CHANGING: 
- Strong Light in front of VUT 
 
 
ANGLE CHANGING: 
- VUT angle >90° (To be defined)                                   - 
Child angle <90° (To be defined) 
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4.3.2 CPFA-50 (Car to Pedestrian Farside Adult 50%) 
 
Same scenario as 4.2.2 with different alter-
native of it: 
 
SPEED CHANGING: 
- Pedestrian 5kph 
- Pedestrian starts 5kph and accelerate 8kph 
 
FORM CHANGING: 
- Group of Pedestrian waiting and 1 moving 
- Pedestrian with backpack 
 
COLOR CHANGING: 
- Pedestrian with yellow jacket 
 
SURROUNDING CONDITIONS 
CHANGING: 
- Strong Light in front of VUT 
 
ANGLE CHANGING: (similar as CPNCO with angle changing) 
- VUT angle >90° 
- Pedestrian angle <90° 
 
 

4.3.3 CBLA-50 (Car to Bicyclist Longitudinal Adult 50%) 
Same scenario as 4.2.3 with different alternative of it: 
 
SPEED CHANGING: 
- Bicyclist Starts 10kph and accelerate 20kph (to be confirmed at 
first tests) 
- Bicyclist 25kph? (To be confirmed at first tests) 
 
FORM CHANGING: 
-  Bike with cargo rack 
-  Adult with backpack 
 
COLOR CHANGING: 
- Adult with yellow jacket 
 
SURROUNDING CONDITIONS CHANGING: 
- Strong Light in front of VUT 
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OVERLAP CHANGING: 
 
 
- 75% (symmetry of 25% usual case)                                       - 5% (bike close to road edge) 
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4.3.4 Stationary Car on Emergency Lane 
A stationary car is stopped in an emergency lane, with a traffic sign (red triangle), different 
position of the stopped vehicle:  
 
-50%: 
 
 
 
 
 
- 25% (To be defined): 
 
 
 
 
 
 
 
-0% (edge limit): 
 
 
 
 
 

4.3.5 Stationary object or dazzling light on Highway 
 
-Stationary Object: 
 
 
 
 
 
- Dazzling light (difficult perception): 
If possible, it will be performed at the 
exit of the highway Tunnel 
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4.4 pre-critical scenarios (anticipating to avoid AEB/critical maneuvers) 
 
The third category of testing is about Anticipation, the goal is to perform some classic scenario 
by changing some conditions to see if the vehicle can anticipate a potential danger (without 
activation of AEB). 
Each scenario will be repeated twice (2 runs per scenario). 

4.4.1 CPNCO-50 (Car to Pedestrian Nearside Child Obstructed 50%) 
 
Same scenario as 4.2.1 with different alternative of it: 
 
-Without Obstruction:                            -Stationary Child (edge of pedestrian crossing): 
 
 
 
 

 

 

 

 

 

4.4.2 CPFA-50 (Car to Pedestrian Farside Adult 50%) 
Same scenario as 4.2.2 with different alternative of it: 
 
-With Obstruction:                                    -Stationary Adult (edge of pedestrian crossing): 
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4.4.3 CBLA-50 (Car to Bicyclist Longitudinal Adult 50%) 
Same scenario as 4.2.3 with different alternative of it: 
 
-With different bearing:                                  -Bicycle close to VUT path (cycling track): 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

4.4.4 Anticipation without Target 
 
-Pedestrian Crossing, Green Traffic light and obstruction (potentially hidden pedestrian):  
 
 
 
 
 
 
 
 
 
-Approach of strong curve (ex: roundabout) with late traffic sign:  
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-Traveling on highway (ex: 90kph limited) and lower speed traffic sign visible (ex: exit): 

 
 
 

4.4.5 Car to car 
- Target Cut-in followed by a braking: 

 
 
The same configuration as ENCAP Highway Assist can be used for the Cut-in part.  
This maneuver is followed by a braking of the target with a deceleration of 2m/s² or 6m/s² (same 
as ENCAP protocol). 
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4.5 New random scenarios (to avoid the over-learning of AI (overfitting)) 
 
The last category of testing is about random situation, the goal is to perform some random 
scenario which (in theory) have never been met by the vehicle.  
 
Each scenario will be repeated twice (2 runs per scenario). 

4.5.1 Pedestrians Crossing with two dummies: 
Two crossing pedestrians, one from farside, one from nearside, synchronized or not. 
  

 
 
 

4.5.2 Crossing Pedestrian with VUT preceded by a vehicle: 

The VUT follows an SOV (Secondary Other Vehicle) with a distance X, then a pedestrian (adult 
or child) crosses in front of the VUT. The distance between VUT and SOV depends on the 
ACC.  
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4.5.3 Longitudinal Bicyclist with VUT preceded by a vehicle 

The VUT follows an SOV (Secondary Other Vehicle) with a distance to be defined in the same 
line as a bicycle.  At X meters (depending on ACC) of the target, the SOV avoids the bicycle. 
 
 
 
 
 
 
 

4.5.4 Crossing Pedestrian with two dummies, one stops before impact 
This scenario is similar as the CPNCO, a second pedestrian is added and starts to cross the VUT 
path before the stationary vehicle, then stops before the impact.  
 

1) SOV crosses when pedestrian is stationary 

2) Pedestrian crosses after SOV 

3) VUT reaches impact 
point at same time as 
pedestrian 

 

1) SOV avoids the bicycle   2) VUT reaches impact point 
at same time as bicycle 
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4.6 Equipment for testing and measurement   

4.6.1 Targets: 
The used targets for the previous scenario are those defined by the ISO 19206-2_2018 (Pedes-
trian) and the ISO 19206-4_2020 (Bicycle). For the Robustness scenarios, the targets will be 
adapted.  

4.6.1.1 ISO 19206-2_2018: 
Adult: 

 
 
Child: 
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4.6.1.2 ISO 19206-4_2020: 
Bicycle: 

 

4.6.2 Propulsion systems: 
The propulsion systems used are in accordance with the TB029 of ENCAP.  
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4.6.3 VUT equipment: 

4.6.3.1 Motion Measurement 
 M O T I O N   P A C K   1 

  Manufacturer 
Oxford Technical Solutions (OxTS) 

 Unit model 
TO BE DEFINED 

 Sensors 
Accelerometers (Servo) / Gyros (MEMS) 

 Data output rate Coupling method 
100 Hz GNSS / INS 

  
 

4.6.3.2 Data Recording System 
 C O N T R O L E R 

  Manufacturer 
Antony Best Dynamics (ABD) 

 Unit model 
XR Omni 

 Sampling rate 
100 Hz 

 Analog input voltage A / D conversion 
± 10 V 16 bits 

  
 

   

4.6.3.3 HMI Analysis 
 V I D E O   V B O X 

  Manufacturer 
Racelogic 

 Unit model Frame rate 
  

   

  

   
 

 G O P R O 
  Manufacturer 

GoPro 

 Unit model Video resolution 
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Chapter 2: CEREMA/LNE POC 

1. Introduction 
More and more intelligent systems on vehicles use AI (e.g., visual or mixed navigation, sign 
recognition, road tracking and obstacle detection). The qualification of these systems requires 
verification in all kinds of scenarios, including, for example, taking into account degraded 
weather conditions. For cost and safety reasons, these qualification tests cannot be carried out 
in real conditions, as some tests may present risks or have frequencies of occurrence too low to 
allow the collection of large series of data. For this reason, sensor simulation tools and degraded 
weather conditions (physical, numerical or hybrid) must be implemented. Additionally, simu-
lation can be purely virtual (integrating sensor models, as in LEIA 1) or, for more realism, can 
combine the physical system with simulated inputs, as is done in LEIA 2. These simulation 
tools need to be validated and qualified. In particular, it is necessary to verify on them: 

 
• The repeatability of a test on the same tool. 
• The reproducibility of a test from one tool to another (fog/rain characteristics, pedes-
trian/panel detection).  

 
LNE and Cerema have different tools (for AI systems evaluation) at their disposal that need to 
be qualified: 

• PAVIN fog and rain platform for producing artificial fog and rain [1]. 
•  Cerema noise models for numerical simulation of fog (partial digital simulation): 

–    Use of PAVIN Platform data as input initially without fog. 
• LEIA 1 and 2 platforms for artificial intelligence evaluation: 

–    Replay of videos recorded in the PAVIN Platform in LEIA 2.  
– Full digital simulation (sensor + weather) in LEIA 1. 

 
The following section presents the protocol that was put in place to validate these tools. 

 
2. General definition of the protocol 
The proposed protocol is as follows. First, an AI-based algorithm applied to the intelligent 
vehicle, representative of the state of the art, is chosen. This algorithm will be used as a control 
for the qualification of the Cerema and LNE simulation tools. A metric to evaluate this algo-
rithm will be chosen. Then identical datasets will be prepared using the different simulation 
tools available. These datasets will have to include adapted scenarios to evaluate the identified 
algorithm. In addition, they will include data in clear weather and foggy conditions, but also 
repeated scenarios to verify repeatability. Finally, the algorithm and the associated metric will 
be applied to all the datasets. A comparison of the scores obtained for each dataset will allow 
to verify repeatability and reproducibility from one simulation tool to another. 
Among the families of algorithms identified, it seems that visual navigation and road tracking 
are not very suitable for testing on the PAVIN platform, nor for replay. Therefore, we propose 
to focus on pedestrian detection or sign recognition. The stereo camera ZED2i (See Figure 9) 
from StereoLab has been chosen (https://www.stereolabs.com/zed-2i/) and purchased by 
Cerema for the data acquisition. Indeed, the latter will allow the testing of monocular detection 
and recognition algorithms (by taking only one channel) but also stereoscopic. This will allow 
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to propose a database in agreement with the literature. Cerema will also make acquisitions in 
parallel with a thermal camera. This will allow to label the images of the ZED2i camera in 
dense fog conditions, thanks to a preliminary geometrical calibration. 

 
Figure 9 : StereoLab's ZED2i camera. 

 

3. Detailed definition of the tests 

3.1 Physical tests 
The objective of the test scenarios defined by Cerema is to collect videos containing 100 
individual pedestrians moving in a scene subjected to various weather conditions (clear weather 
and two types of fog), lighting conditions (day or night) and seasons using clothing representa-
tive of summer or winter. To ensure the repeatability of the measurements, each pedestrian’s 
journey is made twice for each configuration of the scene, weather conditions and pedestrian 
clothing. The dataset of tests therefore includes a total of 2 runs x 100 pedestrians x 3 weather 
x 2 lighting = 1200 videos. 
 
 The three types of weather conditions chosen are:  
 

• Clear weather: it allows to have a reference scene without disturbances due to the pres-
ence of fog. 

• Medium fog: the visibility is of 23 m allowing to modify the general aspect of the ob-
jects of the scene by leaving detectable all the elements of the visible scene.  

• Heavy fog: the visibility is of 10 m allowing elements of the background to disappear 
for stereo camera but not for thermal camera.  

 
For each weather condition, there will also be two types of lighting considered: 

 
• Daytime condition with the greenhouse opened on the sides to capture as much natural 
light as possible (See Figure 10).  
• Night condition with the greenhouse totally closed (See Figure 11).  

 
Different objects are placed in the scene to reproduce an urban scene. They remained in the 
same position for the duration of the tests to ensure reproducibility and to allow comparison of 
the datasets under different lighting and weather conditions. Here is a list of the objects used:  

• Shrubs: A ficus in the background and a large planter with two shrubs in the left fore-
ground.  

• Wooden picnic table in the foreground right.  
• Orange traffic cones (x3 positioned in line and at equal distance).  
• Vehicle (Renault Megane).  
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• Some traffic signs (Speed limit 60, speed limit 50 and a wildlife crossing sign).  
• Ground marking strips: crosswalk and dashed marking.  
• Four calibrated targets (a large black and a large grey (50 x 50 cm), a small white and a 

small black (30 x 30 cm)). 
 

 

 
Figure 10: Daytime scene of the PAVIN platform for the PRISSMA tests. 

 

 
Figure 11: Night scene of the PAVIN platform for the PRISSMA tests. 
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To add a seasonality in the scene (summer/winter), the pedestrians have been dressed with 
3 clothes characteristics of high or low temperatures such as: hats, caps, shorts, pants, coats... 
and as much as possible, a variability of the color of the clothes has been respected (bright 
colors, dark or light colors). Wigs have also been used to increase the number of female pedes-
trians. To break the pedestrian silhouette, accessories have been used to constrain the pedestrian 
detection algorithms: balloon (soccer and rugby), backpack, computer shoulder bag, tote bag, 
hiking bag, walking sticks, open or closed umbrella, wooden board, cardboard box, snowboard, 
green plant, survival blanket, headlamp. 
 
 

 
Figure 12: Instrument layout for PRISSMA tests 

 
 To obtain a well-characterized dataset, measurements are performed with the following sensors: 

• Stereo camera (ZED 2i model) (depth and RGB channels of the image).  
• WIFI camera (TAPO C310) (visible image of the scene).  
• SWIR camera (Xenics).  
• LWIR camera (Xenics).  
• Weather sensors of the PAVIN platform (Temperature, humidity, visibility ...).  

 
The first day has been devoted to the installation of the elements of the scene, the instruments 
and their calibration.  
 
For the night measurements, Audi A3 LED headlights have been added at the level of the cam-
eras respecting the height of a classic vehicle. The headlights were turned on in low-beam as 
well as for the headlights of the vehicle in the scene. The height and angle of the headlights 
have been adjusted beforehand to ensure proper road lighting.  
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The different instruments were positioned at the beginning of the greenhouse (See Figure 12). 
The bottom of the greenhouse has a transparent rectangular opening covered with a black cover 
during the night tests. This avoids glare caused by car headlights placed at instrument level. 
 
Estimated data volume:  
To facilitate acquisition, the SWIR, LWIR and Wi-Fi cameras have been launched continuously 
for each half-day of measurements. As for the stereo camera, it was launched for each pedes-
trian crossing. In addition, to remain as close as possible of an acquisition frequency of 15 
images per second, the LWIR camera acquisition frequency has been set to f/2 and the SWIR 
camera acquisition frequency was set to f/4.  
 

Instrument Stereo Camera WI-FI Camera LWIR Camera SWIR Camera 
Weight/minute 
(Mo/min) 

1045 380 600 (f/2) 235 (f/4) 

Tests duration (min) 1200 1680 1680 1680 
Total test weight (To) 1.2 0.6 1 0.4 

 
 
Estimated total test duration:  
 
The database includes 100 different pedestrians (clothes and accessories), moving along an 
identical route of a duration of approximately 1 minute depending on each pedestrian’s walking 
pace. Each route is repeated twice to test reproducibility. Each pedestrian evolves in the two 
lighting conditions (day and night) and for the three weather conditions (clear weather, fog 
visibility of 10 m, fog visibility of 23 m), which corresponds to 2 x 2 x 3 x 100 = 1200 one-
minute sequences, i.e., nearly 20 hours of testing. This is not including additional time, such as 
change of weather conditions (Clear / Fog) or lighting conditions (Day / Night). 
 

3.2 Simulation tests 
The tests performed in pure simulation are done by the LNE with the objective to simulate 
conditions similar to the ones found in reality. The simulation work is mainly done using 4DVir-
tualiz simulator which is a digital twin software devoted to robotics and the automotive field. 
However, there are some limitations to this software: 

• The availability of some items such as road signs, or the quality of texture on other items. 
• The representation of the transparent roof: 4DVirtualiz does not seem to support this 

transparency, so the roof appears nonexistent. 
• The photorealism of reflected light or indirect illumination, this is due to the visual mo-

tor used (Ogre3D). 
Several simulation scenarios are created by importing the 3D model of the PAVIN environment 
in 4DV. Animated walking pedestrian models are added in the environment. A model of the 
ZED2 camera is available in 4DV software, allowing us to retrieve images with the same sim-
ulated lens and resolution as the physical tests. 
 
The annotation process is automated: the coordinates of the pedestrians can be retrieved in the 
simulation and a transformation is applied to calculate the bounding box in the simulated image. 
This annotation is stored in a csv file with the following columns: (frame number or image 
name, x,y coordinates of the center of the box, width and height of the box in pixels). 
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The output of simulated data generation is static images with XML files containing the 
bounding box of the pedestrian. 
The objective of the simulation test is to reproduce the physical test conditions and generate 
the digital twin of its dataset. However, software and hardware limitations may lead to the gen-
eration of a smaller number of images. 
 

 
Figure 13: Example of image perceived by the simulated ZED2 camera using 4DV software 
 
 
To compensate for these limitations, we propose to use different simulators in the mixed simu-
lation phase, as described below. 
 

3.3 Mixed tests 
To narrow the gap between simulation and physical tests, we propose to use “mixed tests”. 
In this type of test, the physical device is evaluated using synthetic data presented in a physical 
manner. In our case, images are projected on a screen in front of the physical camera. 
This type of tests offers two main advantages: 

• Any 3D environment or simulator can be used, regardless of whether it includes a model 
of the camera being tested. 

• Using the real camera, the generated image has the same lens deformation and acquisi-
tion defects as in physical tests, reducing the simulation-to-reality gap. 

 

4. Database 
 
The database will finally include, as represented on Figure 14:  
 

1. ’Real_Clear_0’ set of images acquired within the Fog and Rain Platform, under favor-
able weather conditions, day and night, containing different scenarios with pedestrians 
and traffic signs. In daylight conditions, special attention have been paid to the back-
ground of the room to make it representative of a clear realistic background. 
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2.  ’Real_Clear_1’ set identical to ’Real_Clear_0’ acquired under exactly the same condi-
tions. This repetition of the base will verify the repeatability of the nominal scenario. 

3. ’Real_MediumFog_0’, ’Real_Medi-
umFog_1’, ’Real_HeavyFog_0’, ’Real_HeavyFog_1’ sets identical to ’Real_Clear_0’, 
but with medium and heavy fogs of different densities. This repetition (0 or 1) of the 
base will verify the repeatability of the fog.  

4. ’CeremaNoiseModel_MediumFog’ and ’CeremaNoiseModel_HeavyFog’ sets identical 
to ’Real_Clear_0’, but with an addition of simulated fog on the initially fog-free images 
of ’Real_Clear_0’. This set will allow to check the validity of the CeremaNoiseModel 
against the Real fog sets.  

5. ’LeiaReplay_Clear’ set identical to ’Real_Clear_0’, by placing the camera in front of a 
replay of ’Real_Clear_0’ in the LEIA 2 platform. 

6. ’LeiaReplay_HeavyFog’ and ’LeiaReplay_MediumFog’ sets identical to ’Real_Fog’, 
by placing the camera in front of a replay of ’Real_Fog’ in the LEIA 2 platform. 

7. ’LeiaSimul_Clear’ set identical to ’Real_Clear_0’, by placing the camera in front of a 
full simulation of ’Real_Clear_0’ in the LEIA 2 platform.  

8. ’LeiaSimul_MediumFog’ and ’LeiaSimul_HeavyFog’ identical to ’Real_ Fog’, by plac-
ing the camera in front of a complete simulation of ’Real_Fog’ in the LEIA 2 platform 

 

 
 

 
Figure 14: Overview of the database 
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5. Ongoing work 
All the tests in the PAVIN platform have been carried out in October 2022. The post-processing 
of the data has consisted in a hand labeling of the pedestrians by Cerema. For this purpose, 
Cerema has developed a hand-labeling tool. It has been used to do a precise hand labeling of 
the pedestrians in the ’Real’ database images which will be used as the ground truth. The hand 
labeling of the images with fog was carried out using the thermal camera data and then trans-
posed on ZED 2i camera images. Indeed, in foggy weather and in front of a distant pedestrian, 
the pedestrian is sometimes invisible on the camera ZED 2i. Going through the thermal camera 
allows to get the ground truth.  
LNE will replay the dataset into Leia2, and simulate the dataset into Leia1, thanks to the 3D 
digital twin of the PAVIN platform. 
Cerema applied the object detection algorithm so called YOLOv3 on the ’Real’ dataset and will 
apply it on the other datasets (’CeremaNoiseModel’, ’LeiaReplay’, ’LeiaSimul’). Different met-
ric such as precision and recall (on intersection of union) will be used to evaluate the impact of 
fog on this widely used object detection algorithm. In a second step, the scores obtained by the 
algorithm in the different cases (’Real’, ’CeremaNoiseModel’, ’LeiaReplay’, ’LeiaSimul’) will 
allow to verify if the numerical and artificial fog simulations are reliable and valid.  

6. Expected results 
Different results are expected from these different datasets. First, the ’Real’ database will be 
used to develop the ’CeremaNoiseModel’ models (part of T2.3 of PRISSMA project). Cerema 
will work with partially physic-based model to develop a model able to reproduce fog on images 
initially acquired without fog. 
Thanks to the defined metrics, Cerema will then make the comparison of the scores obtained 
by the AI algorithm between ’Real’, ’CeremaNoiseModel’, ’LeiaReplay’ and ’LeiaSimul’ da-
tasets. This will allow to verify if the different simulation tools are well correlated between 
them. Also, the analysis of the variation of the scores on the ’Real_0’ and ’Real_1’ variants will 
allow to verify the repeatability of a test on the Cerema platform (with or without fog). 
By the way, the variation of scores between ’Clear’ and the two densities of ’Fog’ will highlight 
the need for further development of the algorithms in difficult conditions such as fog. Finally, 
the database will be made public via the PRISSMA project, in order to feed future research.  

8. Reference 
 
[1] M. Colomb, K. Hirech, P. André, J. Boreux, P. Lacôte, and J. Dufour, “An innovative arti-
ficial fog production device improved in the european project “fog”,” Atmospheric Research, 
vol. 87, no. 3, pp. 242–251, 2008, third International Conference on Fog, Fog Collection and 
Dew. [Online]. Available:  https://www.sciencedirect.com/science/arti-
cle/pii/S0169809507002037 
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Chapter 3: INRIA/TRANSPOLIS 
 

1. Presentation 
 
The goal of this proof of concept is to demonstrate Inria autonomous platform [1] (figure 13) 
to showcase the validation [2] of its perception software stack [3] (figure 14) within generated 
scenarios from [4], using augmented reality to inject dynamic obstacles in the scene [5]. 
The demonstration site is Transpolis Fromentaux City area (figure 15) the test preparation and 
augmented reality simulation will be implemented in the digital twin (figure 16). 
 

 
Figure 15: Inria autonomous platform based on an electric car 

5.1 Experimental platform 
  
For the experiments, a Renault Zoe car (figure 5) has been equipped with a Velodyne HDL-64 
on the top, 3 Ibeo Lux LIDAR’s on the front and 1 on the back, Spectra SP90 RTK Dual antenna 
GNSS, Xsens IMU providing vehicle velocity and orientation, a stereo camera and 2  IDS cam-
eras. Data from LIDAR’s are fused and synchronized using the IBEO fusion box. The percep-
tion system described earlier has been implemented on a PC in the trunk of the car, equipped 
with a NVidia Titan X GPU, while the previously described automation process has been inte-
grated in the vehicle.  
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Figure 16: Inria autonomous software running aboard the vehicle 

 

 
Figure 17: Transpolis Fromentaux testing facility 
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Figure 18: Transpolis digital twin 

 

 
Figure 19: Experimental Platform: Renault Zoe car equipped with Velodyne HDL-64, 4 Ibeo Lux Li-
DARs, Xsens IMU and cameras, and a crash test dummy crossing the dedicated street for the experi-

ments. 
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Figure 20: CMCDOT grid structure 

 
Figure 21: CMCDOT illustration 

 
 

1.2 CMCDOT 
 
The CMCDOT framework is a broad perception system, based on Bayesian filtering of dynamic 
occupancy grids (CMCDOT), allowing parallel estimation of occupancy probabilities for each 
cell of a grid, inference of velocities, collision risk prediction and dynamic object segmentation. 
From various heterogeneous sensor data, ground form is estimated, instantaneous occupancy 
grids are generated and filtered using hybrid sampling methods (classic occupancy grids for 
static parts, particle sets for parts dynamics), into a Bayesian unified programming formalism. 
Based on this perception framework, navigation systems have been developed and integrated, 
allowing path finding-and-following, dynamic obstacle avoidance, localization, thus automa-
tion of various mobile robots. Also included are communication tools, allowing data fusion 
from infrastructure systems. The software is composed of ROS packages, which encapsulate 
the optimized core system on GPU NVidia (Cuda), allowing real-time application on embedded 
boards (Tegra X2). First developed in an automotive setting, it is now exploited in other areas 
of mobile robotics, and are particularly suited to highly dynamic and uncertain environment 
management. Thanks to an important engineering support over the years (notably thanks to IRT 
Nanoelec), this software has grown to be a core research and development tool of the team, an 
important technology demonstration and transfer vector, through maintained experimental plat-
forms (most notably automated Zoe) and associated research contracts and software licensing 
with industrial partners.  
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1.3 Augmented Reality 
 
On the Gazebo simulator, CHROMA has developed a virtual twin of its Renault Zoe experi-
mental vehicle. This virtual twin generates the same outputs (sensors messages, localization) 
that the actual vehicle does and reacts to the same commands and has a realistic kinematic and 
dynamic behavior. This allows to test software in Software-in-the-Loop and Hardware-in-the-
Loop. CHROMA has also developed an Augmented Reality framework (figure 20) for testing 
and validation of software on the Renault Zoe experimental vehicle. This framework provides 
a flexible way to introduce any virtual element in real time in the data of the LiDAR sensors of 
the vehicle. Our Augmented Reality accurately handles all possible occlusions between real 
and virtual elements. The representability of tests scenes generated by the augmented reality 
framework has been experimentally proven. It is then possible to easily and safely place the 
whole vehicle and all its software, from perception to control, in hybrid but realistic test scenes. 
This new testing methodology is intended to be a bridge between Vehicle-in-the-Loop and real-
world testing.   
 

 
Figure 22: CHROMA Augmented Reality framework 

 
 
 
 

2 Test plan 
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Figure 23: Scenario description in JSON format 

 
gazebo_scenario is a software to run a defined scenario from a descriptive input file, containing 
actors, way-points, and actors' motions (figure 22). The goal of the scenario (figure 21) is to 
cross virtual dynamic obstacle path to produce safe collision or near collision in augmented 
reality. In this example the ego vehicle is driving toward a crossroad, crossing the path of other 
road users, the framework allows us to finely define way-points at which the ego vehicle trigger 
the motion of the virtual actors, to produce intended collision in augmented reality within the 
simulation environment which are then injected as sensor input in the autonomous driving soft-
ware onboard the ego vehicle itself, in a hybrid vehicle-in-the-loop manner. 
The figure 23 shows the simulation running in Gazebo on the left, and the ROS visualization 
software Rviz on the right, in which the view-port is a 3rd person view of the ego-vehicle, over 
the perception grid. We can observe the dynamic obstacles, such as the bus on the right-hand 
side of the ego vehicle. The color represents the estimated speed of the obstacles. The first row 
of screenshots represents the initial step of the scenario, the second row is taken at the mid-
term, in a critical situation, a near collision, or a virtual collision in case of perception latency. 
The scenario management software take care of sending the path to the ego-vehicle’s global 
planner. It deals with way-points synchronization to execute the plan at each step defined in the 
description. A way-point is a 2D (x, y) landmark relative to the map model in Cartesian coor-
dinate, the relation between this coordinate system and the world is let to the digital twin re-
sponsibility, it should be geo-referenced with regards to a global coordinate system (e.g., 
WGS84). It is important to note that this geo-registration of the proving ground’s digital twin 
is critical since the actors' trajectories are relative to this reference, in particular, orientation 
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errors θe can greatly alter the quality of augmented reality interactions. Therefore, a verification 
must be done on the proving ground, and a calibration might be necessary to converge towards 
a spatially coherent relationship. 
 
 

3. Next step 
• Data analysis  
• Metrics refinement  
• Improve perception tuning  

 
 
 
 

 
Figure 24: Actors trajectories 
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Figure 23: ROS RViz and Gazebo screenshots 
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Chapter 4: VALEO/IGN POC 

1. Context & Document objectives 
 
Automated driving systems for SAE L4 vehicles (e.g. autonomous shuttles, delivery robots, 
etc.) may include a localization system. 
This system is in charge of providing: 

 an "absolute" position of the vehicle ("position on Earth"), e.g. latitude/longitude/alti-
tude in a global reference frame (e.g. WGS-84) 

 and/or a "relative" position ("position on a digital map"), e.g. "on A-street, in lane 1 
(at +15cm from lane center), at +2302cm from intersection "B" center. 

Other data may also be returned, such as orientation/heading, speed, attitude (yaw, roll, pitch) 
or time. 
 
Such absolute or relative position may be determined through various methods/ap-
proaches/technologies. 
For example, the SAFAD whitepaper2 distinguishes the 2 below approaches: 

 GNSS-BASED LOCALIZATION 
"This approach consists of GNSS, odometry and correction services to achieve precise 
global coordinates, and matching GNSS measurements to an HD map to obtain a rela-
tive position on the map" 

 ENVIRONMENT-PERCEPTION-SENSOR-BASED LOCALIZATION 
"Based on a rough global coordinate obtained by GNSS and odometry, this approach 
matches real-world features (such as natural or artificial landmarks) or point clouds 
detected by Environment Perception Sensors with respective features or point clouds 
on an HD map to localize the automated driving system on the map" 

 
Also, localization systems may rely on various types of AI (according to the taxonomy defined 
by ConfianceAI project): 

 Knowledge-based AI 
 Data-driven AI 
 Hybrid AI 

                                                
2 Safety First for Automated Driving, 2019 
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Figure 24: Taxonomy of AI according to ConfianceAI project3 

 
Moreover, such absolute/relative position of vehicle may be used in different ways within 
automated driving systems, depending on ADS manufacturers (e.g. to check if the vehicle is 
within its ODD, etc.). 
Consequently, the necessary performance of the localization system may differ according to 
vehicles and ADS manufacturers. 
 

Hence, this document aims at describing : 
- A protocol of test, characterization & validation of such localization systems used by auto-

mated vehicles, in a controlled environment (e.g. test track) 
- A ground truth system enabling such performance & compliance assessment. 

 
Considering that such protocol & ground truth system should be agnostic to: 

- Approaches/technologies used to determine the absolute/relative position 
- Types of AI employed by the localization system 
- Usages of localization data within the automated driving system & associated expected per-

formance (in terms of accuracy, integrity, etc.) 
 
 

2. Physical quantities to consider 
 
To assess performance of the "localization system under test", the target physical quantity to 
be considered will be the absolute position (expressed in a global reference frame, e.g. WGS-
84 latitude/longitude/altitude). 
 
Coordinates will be expressed in the legal national reference frame RGF 93 
(https://www.legifrance.gouv.fr/jorf/id/JORFTEXT000038203565).  
 
 

                                                
3 ConfianceAI project (whitepaper, 2022) 
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The expected precision & accuracy are centimetric.  
All the data will be provided in 3 dimensions.  
 
NOTES :  
Assessment of relative position may be investigated further (but implies additional complex-
ity, e.g. requires the use of a HD Map of the test track, etc.).--> excluded from the 2024 POC 
 
Attitude (yaw, roll, pitch) 
These metrics will be natively generated by the IGN during the experimentation process.  
Precision is depending on the chosen model of the repartition and numbers of the targets on 
the vehicle.  
 

3. Localization system under test 

3.1 Data to return 
 

The localization system under test shall determine and return: 
- The absolute position of the vehicle with an associated timestamp (based on GNSS time 
synchronization); 
- Heading & altitude.  

4. Preparation of the assessment 
If a specific preparation is necessary to enable the performance assessment, the provider of the 
localization system for automated driving will have to arrange with the test track manager (and 
the ground truth system manager). 
For example, the localization system under test may need some specific artificial landmarks to 
be deployed by the test track manager. 
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5. Test conditions 
 
The POC will take place on the closed road of the UTAC test ground (Montlhery). 
The roundabout is the test location that will be equipped with the cameras.  
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 Climatic & luminosity conditions: 
Optimal visibility is required to conduct the photogrammetric acquisition of the ground truth 
system: daylight, no fog or rain, no GNSS masks.  
Optimal, i.e., daylight, good weather (no rain/fog)  
 

 Driving scenarios: 
 Scenarios related to roundabout crossing 

Prerequisites:  
- Max speed of the vehicle to determine according the precision of the trajectography.  

The speed of the vehicle is a limiting factor, in relation with the ability of the cameras (specifi-
cations = 5-7 images per sec). It will be part of the experimentation to test different speed sce-
narios.  

- The vehicle should always be visible by minimum 4 cameras according with the illus-
trations (cf next part)  

 
 
NOTE: Further possible improvement:  

 Test/assessment in all conditions within the ODD4 of the localization system/automated 
vehicle, including degraded conditions (e.g. night/rain, etc.) => in that case, the ODD 
supported by the localization system shall be declared by its manufacturer 

 
 
The IGN protocol for providing the ground truth system cannot be extended to be tested in 
degraded visibility conditions (the acquisition of specific waterproof material would be neces-
sary). 
 
 
 

6. Post-processing of measurements 

6.1 State of the art: possibly relevant standards 
 

EN 16803 Space – Use of GNSS-based positioning for road 
intelligent transport systems (ITS) 

ISO/IEC 18305 
Information technology – Real time locating sys-
tems – Test and evaluation of localization and 
tracking systems 

 

                                                
4 ODD : Operational Desing Domain 
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Figure 27: Generic architecture of a road ITS system (EN 16803-1) 

 
 

6.2 Figure of merit/metrics to consider 

The figure of merit to consider (and their associated expected performance) will have 
to be declared by the localization system manufacturer. 
For the POC, the accuracy of the absolute position returned by the localization system may be 
assessed/characterized: 

- Horizontal lateral & longitudinal error between the true absolute position (returned by 
the ground truth system) and the absolute position estimated by the localization system 
under test 

- Mean & standard deviation of the error distribution 
- Alternatively, 50th/75th/95th percentiles of the error cumulative distribution function. 

 
NOTE: 
Other metrics to characterize may be integrity or availability for instance. 
 

6.3 Methods of post processing 
This part will be defined afterwards. 
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7. Ground truth system 
The positions and potentially attitudes of the vehicle will be provided according the legal na-
tional reference frame RGF93 : geographic (latitude, longitude, height) and projected (east-
ing/northing/elevation) 
 

Ground truth system is defined by the precise implantation of 12 cameras.  
The photogrammetric process will enable the definition of the vehicle positions according 

to a network of targets implanted on the vehicle.  
 

 
Example of targets implantation on a vehicle 
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Four sets of 3 cameras are implanted on a precise location and will be synchronized using 

GNSS precise time.  
 

 
System configuration: coverage of the 

cameras and data and synchronization 
links 

 
 
Process:  
 
2022:  
Choice of equipment through calculi 

and simulations  
 
2023: simulation with Blender to de-

termine the optimal configuration of cam-
eras and targets. The simulation also provides expected accuracy of metrics 

 
2024: onsite POC with Valeo vehicle on UTAC test ground (scenarios, images acquisition).  
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Chapter 5: SPHEREA POC 

1. Context & Document objectives 
 
In terms of V&V campaign, the major problem of AI-based autonomous vehicles is to be able 
to run enough tests that are representative of the system real operational conditions usage. The 
qualification of any critical system requires that this system be validated in an operational en-
vironment or in an environment deemed equivalent by the stakeholders in charge of verifying 
the capabilities of the system. This is the case, for example, for Euro NCAP homologation, 
which consist in reproducing, on test tracks, situations that allow the evaluation of the vehicle's 
behavior in conditions similar to its use on open roads. 
The major problem of the AI-based autonomous vehicle is that the full operational design do-
main (ODD) cannot be reproduced on a test track. Indeed, some feared events occur only very 
rarely during the life cycle of a vehicle, and the human consequences are sometimes very seri-
ous. It is obviously not possible to put dozens of people and vehicles in danger to reproduce 
these situations, so the approach is to separate the tests of an autonomous vehicle in the follow-
ing three categories: 

 In its final operational environment (WP4) 
 On test track (WP3) 
 In simulation (WP2) 

 
The planned test strategy is to segregate the tests according to the possibilities offered by each 
of these environments: 

 realize in operational environment all the possible tests with the real vehicle, according 
to and what is allowed to do without endangering the goods and the persons around the 
track 

 realize on test tracks the tests impossible to do in operational environment, but still ap-
plied to the real vehicle 

 finally do extensive test in simulation 
 
In the end, it is hoped that the whole ODD will be covered, with enough tests with the real 
vehicle  
 
SPHEREA makes the hypothesis that the demonstration of the complete coverage of the ODD 
by juxtaposition of the tests in Open environment and in closed road will be sufficient only if 
the simulation can, by using technologies such as the augmented reality and the digital twins, 
bring on closed road many situations at risk. 
 
In this hypothesis, without testability constraints applied to autonomous vehicle suppliers, the 
safety demonstration of AI-based autonomous vehicles will only be possible on highly con-
trolled operational domains such as a highway reserved for communicating vehicles, or well-
defined routes at limited speeds. Otherwise, many cases with real vehicle will be missing. To 
be able to create enough dangerous situations representative of the vehicle's operational domain 
(ODD) on closed roads, the strict black box approach will not be sufficient. 
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Example: too rarely will natural test conditions allow to evaluate the real behavior of the vehicle 
when its sensors are subjected to multiple disturbances (cold, fog, electromagnetic reflections) 
including heavy vehicle traffic. 
 

2. Testability analysis 

Introduction 
 
In system engineering, testability is a critical aspect that ensures the system functions as in-
tended and meets the desired requirements. Testability refers to the ease with which a system 
can be tested and evaluated to validate its functionality, performance, and reliability. In com-
plex systems, such as those found in aerospace, defense, and transportation industries, testabil-
ity is of utmost importance. 
By realizing fault tree analysis, a technique used to identify and evaluate the causes of system 
failures, testability engineering software provide a set of features that make it easy to develop 
and test fault tree models, including the ability to define logic gates, analyze data, and visualize 
results. 
One of the major benefits in using such methodology is to detect if a given fault can be isolated 
by enabling, as soon as the design of the system, much more possibilities to realize some tests. 
The known impact of poor testability analysis is the low availability of the system in operational 
conditions, for example: 
 

- NH90 Helicopter: The NH90 is a medium-sized, twin-engine helicopter used by several 
militaries around the world. However, the NH90 has experienced issues with opera-
tional availability, with some reports indicating that the helicopter's availability rate was 
as low as 25% in certain cases due to a range of technical and logistical issues. 

- Siemens Velaro high-speed trains: The Velaro is a family of high-speed trains used in 
several countries around the world. However, the trains have experienced issues with 
operational availability due to maintenance difficulties, including problems with the 
trains' complex systems, such as the train control system and the traction system. 

- M1 Abrams Tank: The M1 Abrams is a main battle tank used by the US Army. While 
the M1 has been in service for several decades, it has experienced issues with opera-
tional availability, with reports indicating that only 58% of the fleet was mission capable 
due to maintenance issues in 2020. 

Black box functional chains analysis 
 
In a black box testing approach, the test can only affect inputs and measure the effects on the 
outputs. In the example below, 2 functional chains are possible: 

- FC1: In  A  B  C  D  OUT-1 
- FC2: In  A  D  OUT-2 
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If nothing is added to the design of the system, the isolation of faults of B or C is impossible, 
resulting in increase of time to repair and therefore a drop in the availability of the resulting 
system. 
 
Example: If both FC1 and FC2 are invalid, then it is possible to isolate the defect immediately 
to component A, which is the only component in common with FC1 and FC2. But if FC2 is 
valid and FC1 is invalid, the only inference that can be made is that B or C have a defect, but it 
will be impossible to isolate without removing B or C and replace with a known operational 
component. 
 
 

Grey box functional chains analysis 
Using the result of fault tree analysis, the design decision is to add a TEST-1 point of measure 
to enable a new chain FC3. The TEST-1 interface is useless during operations of the system, 
and is used only during the other phases of the lifecycle of the system like design or mainte-
nance: 

- FC1: In  A  B  C  D  OUT-1 
- FC2: In  A  D  OUT-2 
- FC3: In  A  B  TEST-1 
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In our previous example, where FC2 is valid, but FC1 is valid, the FC3 enables to immediately 
isolate the component with defect: 

 If FC3 is valid, then C has the defect 
 If FC3 is invalid, then B has the defect 

 

Application to the test of ATRS: Vehicle in the loop 
Enabling near-accident situations at a large proportion will need special instrumentation. In the 
field of testability, it is the use of additional break-out test point that enables to add, to the 
images captured by the perception stack, the perturbations required by the test. 
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In the new industry of autonomous driving vehicle, this approach is called Vehicle-in-the-loop 
(VIL). According to Euro NCAP, Vehicle-in-The-Loop is intended to be included in future test 
protocols. Therefore, some OEMs, Tiers-1, Simulation software providers have launched stud-
ies and Proof of concept to explore Vehicle in the loop concept. 
 

 
Figure 26:Renault architecture proposal for Vehicle In The Loop 

 

 
Figure 27:Automotive LIDAR illustration and 2D viewer. (source: ESI group) 

 
Some limitations will be faced during the experimentation and, in particular, the sensors that 
integrate perception and classification algorithm. 
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3. Tests and experimentations 

Digital continuity and hybrid test system 
 
Digital continuity and hybrid testing are two important concepts in modern engineering that 
have emerged as a result of the increasing complexity of modern systems. As systems become 
more complex, it becomes increasingly difficult to maintain a consistent understanding of the 
system across the various stages of its lifecycle, from design to testing and deployment.  
 
 
SPHEREA test systems provide Hybrid testing solutions. Itis a testing approach that combines 
physical testing with digital simulations. This approach allows engineers to test systems in a 
more realistic and comprehensive way, by combining the benefits of physical testing with the 
speed and flexibility of digital simulations. Hybrid testing can be used to validate designs, test 
the performance of systems, and identify potential issues before they arise in the physical sys-
tem. From PRISSMA WP2 SPHEREA has already proposed the generic modular distributed 
test system architecture that enables to address the test needs of simulation, test track and open 
road with the same instrumentation architecture. 
 
 

 
Figure 28: SPHEREA generic modular distributed test system architecture 

 
This architecture has already enabled to in-
tegrate road simulation engine. 

 
Figure 29: U-TEST® integration with Carla 
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Axis 1: qualified recorder 
Objective: study the impacts of the recording of data in the scope of AI automated vehicle, with 
a focus on the reliability of recorded data and robustness versus intentional or accidental mod-
ification. The RGPD impact should also be addressed. 
This axis of experimentation is linked with WP7 (reliability of improvement of AI functional 
chain after accident or near-accident), WP4, WP5 (robustness versus modifications), and WP3 
(comparison between real and simulated test runs). 
 

Axe 2: Digital twin and augmented reality 
To enable the happening of rare situations combining multiple perturbations, SPHEREA will 
study the usage of a ground support equipment to inject effects coming from digital twin overlay 
of sensors real acquisition. The main challenge address will be the deployment of the simulation 
on the appropriate architecture: 

 On the one hand, the simulation of physical realistic sensors effects require huge calcu-
lation power (see the PRISSMA L2.2 on the state of the art). Therefore, one par of the 
simulation should be computed in cloud computing to stack clusters off computation 
power 

 One the other hand, the latency to communicate with this cloud computation will forbid 
to simulate some of the most reactive behaviors 

 
Figure 30: Digital twin of the Satory test track in Versailles. Implementation in Pro-SiVIC™ (source: Univ 
Eiffel) 
 
 
 


