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Abstract. This document describes the state of the art on the simulation of autonomous vehicles
with regards to homologation. This state of the art involves validation process, state of the
existing models and simulation platforms, including the metrics and criteria used to evaluate
and validate algorithms, models, systems, and applications.

Résumé. Ce document décrit l’état de l’art sur la simulation des véhicules autonomes en
ce qui concerne l’homologation. Cet état de l’art traite du processus de validation, de l’état
des modèles et des plateformes de simulation existants, ainsi que des métriques et des critères
d’évaluation et de validation des algorithmes, des modèles, des systèmes et des applications.
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1 Introduction

Over the last decade, the rapid development of vehicle information systems, embedded sen-
sor technologies, ”smart” processing of data has highlighted a growing need for automotive
manufacturers, as well as for research laboratories, to find the means to prototype, test, and
evaluate complex embedded systems (ADAS: Advanced Driving Assistance Systems) which
can be active (action on actuators) and cooperative (using of communication means: 802.11p,
5G). Since 2014, EuroNCAP has integrated several driver assistance systems during their eval-
uation process, which are classified under the title “Safety Assist” and weigh 20% of the final
rating. Among these systems, AEB (Automatic Emergency Braking) can be mentioned as an
example. However, the testing and validation process is either limited to a few use cases (three
for AEB) or only applicable to the data provided by the car manufacturers. But it is precisely
that road safety and the risk of a situation are directly related to the reliability and robustness
of these embedded systems and also the information they retrieved. We have also seen that the
sensors required to develop and deploy automated driving systems are increasingly ubiquitous,
numerous and complex in recent years. Moreover, the processing stages are becoming more
complex, and more and more new approaches and methods of system of systems and AI-based
systems are used. In order to evaluate the performance and quality of such AI-based applica-
tions and algorithms for perception, decision-making, and control/command layers (included
in the design of automation systems for partial, full, and/or shared driving), it is necessary to
develop procedures, measurement tools, and ground truths. In view of the diversity of the sit-
uations to be tested (considering possible failure, degradation, adverse conditions, and attacks:
climate, infrastructure, sensors, communication bus etc.), it is increasingly difficult to perform
these tests only on real test tracks (real controlled environment). Consequently, alternative and
above all, complementary solutions must be found to be able to consider a large number of rep-
resentative situations and data. For this, the use of testing and simulation tools and platforms
is becoming essential. In addition, it is necessary to interface all these testing and simulation
tools to obtain exploitable and, most of all, valid results. Of course, taking the human aspect
into account for these tools makes the problem more complex and requires real-time operations,
which can be as close as possible to reality. Active and cooperative ADAS evaluation is a sig-
nificant issue for automated driving applications using AI-based systems with a pre-certification
in view.

The challenge is no longer just “technological” certification as such, but also certifying this
technology “from the perspective of human use and interaction”, which is inherently adaptable
and changeable. Currently, there are no generic design processes, no standardized methods,
and almost no integrated simulation tools to perform such tests for the design, development and
evaluation of CAV using AI-based systems. This is also true for evaluating CAV interaction
in a fleet of vehicles fully or partially equipped with ADAS and/or means of communication.
One of the PRISSMA project topics is to study this issue and propose simulation platforms,
evaluation metrics, and scenario managers to provide a first alternative and effective solution
for evaluating and validating CAV using AI-based algorithms, applications, and systems.

The subgoals of such a solution will be to address the following requirements and constraints:

• Decreasing the number of kilometers required to travel in the real world to evaluate and
to validate an AI-based system, or a “system of systems”, in a large and rich set of critical
scenarios, which can involve infrastructure (roadside) degradation, climatic conditions,
sensors, and algorithms;

• Ensuring the repeatability and reproducibility of driving conditions and equipment;
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• Ensuring the data quality and the physico-realistic modeling of the information sources;

• Measuring the performance of AI-based systems for CAV applications and services with
a reliable and precise generation of “ground truths”;

• Integrating human and cognitive engineering aspects, including monitoring considera-
tions, Human-Machine Cooperation, and simulation practices on how end drivers could
use, interact, and accept IA-based systems for automated driving.

Figure 1 shows the complexity of the data to assess, manage, and potentially consider in the
validation process.

Figure 1: Perception layers, attributes, and objects to consider to feed functions, modules, and applications involved
in the design of AD systems with both AI-based methods and system of systems applications (source: Univ Eiffel)

Integrating AI-based systems in sensor management, perception layers, decision-making,
and control systems brings issues and V&V Challenges. From the previous study, some re-
searches are highlighted the following challenges:”

• Lack of an ”oracle” or a reference: It is difficult or impossible to clearly define the
correctness criteria for system outputs or the right outputs for each individual input.

• Imperfection: It is intrinsically impossible for an AI system to be 100% accurate because
it depends of what it had used in the training stage.

• Uncertain behaviour for untested data: There is high uncertainty about how the system
will react with untested input data, as evidenced by radical behaviour changes given slight
input changes (e.g., adversarial examples). Some work tries to propose a solution to
manage uncertainties and quantify the level of uncertainty of a specific output.

• High dependency of behavior on training data: System behavior is highly dependent
on the training data and the quality/representativeness of the training dataset.

These remarks and comments are characteristic of AI itself and can be generalized as follows:
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• Erosion of determinism

• Unpredictability and unexplainability of individual outputs

• Unanticipated, emergent behavior, and unintended consequences of algorithms

• Complex decision making of the algorithms

• Difficulty of maintaining consistency and weakness against slight changes in inputs (Good-
fellow et al., 2015 [50])

Some types of data are costly to collect, or they are rare. For instance, collecting data rep-
resenting the variety of real-world road events for an autonomous vehicle may be prohibitively
expensive. Generating synthetic data that reflects the important statistical properties of the un-
derlying real-world data can solve these problems. It is inexpensive compared to collecting
large datasets and can support AI/deep learning model development or software testing without
compromising customer privacy. It’s estimated that by 2024, 60% of the data used to develop
AI and analytics projects will be synthetically generated. If we compare efficiency of synthetic
data comparatively to real data performance, a recent experiment based on Machine learning
(one of the most common use cases for data today) and made by MIT scientists has highlighted
an interesting result. MIT researchers wanted to measure if machine learning models from syn-
thetic data could perform as well as models built from real data. In this study, they split data
scientists into two groups: one using synthetic data and another using real data. 70% of the time
group using synthetic data was able to produce results on par with the group using real data.

Figure 2: Synthetic data vs real data: An strong increase of Using of synthetic data for AI-based system, (Source:
Gartner)

Benefits of synthetic data are mainly due to the capability to generate data that mimics the
real thing may be seem like a limitless way to create critical and hazardous scenarios for testing
and development. While there is much truth to this, it is important to remember that any syn-
thetic models deriving from data can only replicate specific properties of the data, meaning that
they’ll ultimately only be able to simulate general trends. However, synthetic data has several
benefits over real data:

• Overcoming real data usage restrictions: Real data may have usage constraints due to
privacy rules or other regulations. Synthetic data can replicate all important statistical
properties of real data without exposing real data, thereby eliminating the issue.
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• Creating data to simulate not yet encountered conditions: Where real data does not exist,
synthetic data is the only solution.

• Immunity to some common statistical problems: These can include item non-response,
skip patterns, and other logical constraints.

• Focuses on relationships: Synthetic data aims to preserve the multivariate relationships
between variables instead of specific statistics alone.

These benefits demonstrate that the creation and usage of synthetic data and dedicated tools and
models will only stand to grow as the data becomes more complex and more closely guarded.

When determining the best method for creating synthetic data, it is important to first consider
what type of synthetic data you aim to have. There are two broad categories to choose from,
each with different benefits and drawbacks:

• Fully synthetic: This data does not contain any original data. This means that re-identification
of any single unit is almost impossible and all variables are still fully available.

• Partially synthetic: Only data that is sensitive is replaced with synthetic data. This re-
quires a heavy dependency on the imputation model. This leads to decreased model
dependence, but does mean that some disclosure is possible owing to the true values that
remain within the dataset.

Three general strategies for building synthetic data include:

• Drawing numbers from a distribution: This method works by observing real statistical
distributions and reproducing fake data. This can also include the creation of generative
models.

• Agent-based modeling: To achieve synthetic data in this method, a model is created that
explains an observed behavior, and then reproduces random data using the same model.
It emphasizes understanding the effects of interactions between agents on a system as a
whole.

• Learning methods (NN, SVM, Machine Learning, Deep learning models): Variational
auto-encoder and generative adversarial network (GAN) models are synthetic data gener-
ation techniques that improve data utility by feeding models with more data.

Some challenges have to be addressed in the generation of Synthetic Data for AI-based systems
evaluation and validation. Though synthetic data has various benefits but also has limitations:

• Outliers may be missing: Synthetic data can only mimic the real-world data (from statistic
and/or physical models), it is not an exact replica of it. Therefore, synthetic data may not
cover entirely and accurately outliers that original data has. However, outliers in the data
can be more important than regular data points.

• Quality of the model depends on the data source: The quality of synthetic data is highly
correlated with the quality of the input data and the data generation model. Synthetic data
may reflect the biases in source data.

• User acceptance is more challenging: Synthetic data is an emerging concept and it may
not be accepted as valid by users who have not witnessed its benefits before.
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• Synthetic data generation requires time and effort: Though easier to create than actual
data, synthetic data is also not free.

• Output control is necessary: Especially in complex data-sets, the best way in order to
guarantee the output accuracy is by comparing synthetic data with actual data or human-
annotated data. this is because there could be inconsistencies in synthetic data when
trying to replicate complexities within original data-sets.

1.1 Verification and Validation of AI Systems

Challenges considering AI requirements are extensive and due in part to the practice by some
to treat the AI element as a “black box” (Gunning 2016 [51]). Formal specification has been
attempted and has shown to be difficult for those hard-to-formalize tasks and requires decisions
on the use of quantitative or Boolean specifications and the use of data and formal requirements.
The challenge is to design effective methods to specify both desired and undesired properties
of systems that use AI-based components. In Seshia 2020 [52], considers Verified AI from a
formal methods perspective. He describes five challenges for achieving Verified AI, and five
corresponding principles for addressing these challenges. A taxonomy of AI requirements en-
gineering challenges is proposed by Belani 2019 [2] and shown in figure 3. Moreover, [53]
addresses Explainable Artificial Intelligence (XAI) with the Concepts, the taxonomies, the op-
portunities and the challenges toward responsible AI. In this paper, the most commonly used
nomenclature is given to clarify the distinction and similarities among terms often used in the
ethical AI and XAI communities:

• Understandability (equivalent to intelligibility ): it denotes the characteristic of a
model to make a human understand its function –how the model works –without any
need for explaining its internal structure or the algorithmic means by which the model
processes data internally

• Comprehensibility : When a system is designed and built for Machine Learning mod-
els, comprehensibility refers to the ability of a learning algorithm to represent its learned
knowledge in a human understandable fashion. This notion of model comprehensibility
stems from the postulates which stated that “the results of computer induction should be
symbolic descriptions of given entities, semantically and structurally similar to those a
human expert might produce observing the same entities. Components of these descrip-
tions should be comprehensible as single ‘chunks’ of information, directly interpretable
in natural language, and should relate quantitative and qualitative concepts in an inte-
grated fashion ”. Given its difficult quantification, comprehensibility is normally tied to
the evaluation of the model complexity.

• Interpretability : It is defined as the ability to explain or to provide the meaning in
understandable terms to a human.

• Explainability : Explainability is associated with the notion of explanation as an interface
between humans and a decision-maker that is, at the same time, both an accurate proxy
of the decision-maker and comprehensible to humans

• Transparency : A model is considered to be transparent if by itself it is understandable.
Since a model can feature different degrees of understandability, transparent models are
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divided into three categories: simulatable, decomposable and algorithmically transparent
models.

Figure 3: Requirements engineering for AI taxonomy, mapping challenges to AI-related entities and requirements
engineering activities([2])

1.1.1 Data in AI

Data is the life-blood of AI capabilities, given that it is used to train and evaluate AI models
and produce their capabilities. Data quality attributes of importance to AI include accuracy,
currency and timeliness, correctness, consistency, usability, security and privacy, accessibility,
accountability, scalability, lack of bias and others. The correctness of unsupervised methods is
embedded in the training data and the environment.

There is a question of coverage of the operational space by the training data. If the data does
not adequately cover the operational space, the behaviour of the AI component is questionable.
However, there are no firm guarantees on when a data set is ‘large enough’. In addition, ‘large’
is not sufficient. The data must sufficiently cover the operational space. A logical solution is to
use simulation tools to generate the most considerable possible relevant and diverse data.

Another challenge with data is that of adversarial inputs. Szegedy et al. (2013) [54] discov-
ered that several Machine Learning models are vulnerable to adversarial examples. This has
been shown many times on image classification software, however, adversarial attacks can be
made against other AI tasks (e.g., natural language processing) and against techniques other
than neural networks (typically used in image classification) such as reinforcement learning
(e.g., reward hacking) models. In simulation platforms and tools, it is essential to have the
capability to generate all these adverse and degraded data and conditions.

1.1.2 Model in AI

Numerous Verification and Validation challenges arise in the model space, some of which
are provided below.

• Modeling the environment: Unknown variables, determining the correct fidelity to
model, modeling human behavior. The challenge is providing a systematic method of
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environment modeling that allows one to provide provable guarantees on the system’s be-
havior even when there is considerable uncertainty about the environment. (Seshia 2020)
[52]

• Modeling learning systems: In this case, the challenges are mainly dedicated to the very
high dimensional input space, the very high dimensional parameter or state space, the
online adaptation/evolution of the AI-based system, and the modeling context (Seshia
2020).

• Design and verification of models and data: data generation, quantitative verification,
compositional reasoning, and compositional specification (Seshia 2020). The challenge
is to develop techniques for compositional reasoning that do not rely on complete com-
positional specifications. Optimization strategy must balance between over- and under-
specification. One approach, instead of using distance (between predicted and actual
results) measures, uses the cost of an erroneous result (e.g., an incorrect classification) as
a criterion (Faria, 2018) [55].

• Online learning: requires monitoring; need to ensure its exploration does not result in
unsafe states.

• Formal methods: intractable state space explosion from the complexity of the software
and the system’s interaction with its environment, an issue with formal specifications.
Bias in algorithms from underrepresented, incomplete training data, or reliance on flawed
information that reflects historical inequities. A biased algorithm may lead to decisions
with a disparate collective impact. Trade-off between fairness and accuracy in the miti-
gation of an algorithm’s bias.

• Test coverage: effective metrics for test coverage of AI components is an active area of
research with several candidate metrics, but currently no clear best practice.

1.1.3 Properties in AI

Assurance of several AI system properties is necessary to enable trust in the system, e.g.,
the system’s trustworthiness. This is a separate though necessary aspect of system dependabil-
ity for AI systems. Some important properties are listed below and though extensive, are not
comprehensive.

• Accountability: refers to the need for an AI system to be answerable for its decisions,
actions and performance to users and others with whom the AI system interacts.

• Controllability: refers to the ability of a human or other external agent to intervene in
the AI system’s functioning (A recent report is available on this topic: [56])

• Explainability: refers to the property of an AI system to express important factors influ-
encing the AI system results or to provide details/reasons behind its functioning so that
humans can understand. ([53])

• Interpretability: refers to the degree to which a human can understand the cause of a
decision. (Miller 2017) [57]

• Reliability: refers to the property of consistent intended behavior and results.
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• Resilience: refers to the ability of a system to recover operations quickly following an
incident.

• Robustness: refers to the ability of a system to maintain its level of performance when
errors occur during execution and to maintain that level of performance given erroneous
inputs and parameters.

• Safety: refers to the freedom from unacceptable risk.

• Transparency: refers to the need to describe, inspect and reproduce the mechanisms
through which AI systems make decisions, communicating this to relevant stakeholders.

1.1.4 Recent Verification and Validation approaches dedicated to AI-based systems

More and more, AI-based systems are used in all parts involved in Automated Driver system.
Specifically, Machine Learning, CNN, and Deep Learning are strongly developed and used. In
parallel to these developments, researches on Verification and Validation of AI-based training
systems involved in the adaptation of available standards, such as the then-current IEEE Std
1012 (Software Verification and Validation) processes (Pullum et al. 2007), areas need to be
augmented to enable Verification and Validation (Taylor 2006), and examples of V&V for high-
assurance systems with AI-based methods (Schumann et al., 2010). While these books (mainly
for Neural Networks) provide techniques and lessons learned, many of which remain relevant,
additional challenges due to deep learning remain unsolved.

One of the challenges is yet clearly the data validation. It is essential and critical that the
data upon which AI depends undergo Verification and Verification. Data quality attributes vital
for AI systems include accuracy, currency and timeliness, correctness, consistency, usability,
security and privacy, accessibility, accountability, scalability, lack of bias, and state-space cov-
erage. Data validation steps can include file validation, import validation, domain validation,
transformation validation, aggregation rule and business validation (Gao et al. 2011) [4]. This
aspect is vital for the PRISSMA project because of the need to generate a massive scale of
data to validate AI-based systems. In this condition, it is necessary to quantify the quality of
the datasets and the generated data with the different stages of data processing, modification,
propagation, transformation. Figure 5 presents the different data layers and factors which can
impact data and Big Data Quality. The figure 6 shows a set of Big Data validation tools and
major companies addressing these topics.

Several approaches to verify and validate AI components include formal methods (e.g., for-
mal proofs, model checking, probabilistic verification), software testing, simulation-based test-
ing, and experiments. Some specific approaches are:

• Metamorphic testing: Metamorphic testing consists of the test of Machine Learning and
other AI-based algorithms addressing the oracle problem (Xie et al., 2011)[58]. (Breck et
al., 2016) [59] addresses in his paper the issues of Machine Learning test score calcula-
tion. He proposed a set of test categories involving tests for features and data, model de-
velopment and Machine Learning infrastructure, and monitoring tests for Machine Learn-
ing.

• Checking for inconsistency: this type of test addresses verifying inconsistency with de-
sired behavior and systematically searching for worst-case outcomes while testing con-
sistency with specifications.
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• Corroborative verification: Several verification methods, working at different levels of
abstraction and applied to the same AI component, are applied and may prove useful to
the verification of AI components of systems. (Webster et al., 2020) [3] (see figure 4)

• Testing against strong adversarial attacks: Some recent works on AI-based approaches
have shown that used models and methods may be robust to weak adversarial attacks but
show little accuracy to strong attacks ([60]).

• Use of formal verification to prove that models are consistent with specifications, e.g.,
(Huang et al., 2017) [61].

• Assurance cases combining the results of Verification and Validation and other activities
as evidence to support claims on the assurance of systems with AI components ( Picardi
et al. 2020) [62].

Figure 4: A framework for corroborative Verification and Validation of systems ([3])

This deliverable has for main objective to provide a first global overview and a state of the
art on this topic concerning Evaluation, Verification, Validation, and Certification of AI-based
systems for automated driving but with simulation methods, process, procedures, tools. This
state of the art has to address this topics with all the concepts and challenges enumerated below.
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Figure 5: Factors Causing Data and Big Data Quality Problems ([4])

Figure 6: A Comparison of the Big Data validation tools and main companies addressing this topic. black dot
represents supported features and white dot represents not supported features ([4])
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1.2 Cycle of design

Virtual testing, evaluation, validation, and certification enter a specific design plan adapted
from the V-cycle (see figure 7). A proposal has been made in University Gustave Eiffel to
design a virtual co-pilot in a set of previous projects (FP7 Have-it, H2020 eFUTURE, ANR
ABV). This new design cycle is called W-cycle, where simulation tools are applied at the first
stage. This W-Cycle is presented in the figure 8.

Figure 7: V-cycle for virtual prototyping, test, evaluation, and validation([5])

Figure 8: Virtual testing, evaluation, validation, and certification in W-cycle (source: Univ Eiffel)

1.3 Validation plans

Virtual Testing is introduced to reduce the burden of physical tests and effectively provide
evidence on the AI performance across the operational domain. Each virtual testing tool will
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have its strengths and weakness based on the speed and cost of execution and the level of fidelity
achieved. Typically lower fidelity tools are used to cover a vast number of scenarios to obtain
a general understanding of the system’s performance. Then it is possible to increase the level
of fidelity within a subset of scenarios to validate the performance of the AI in a statistically
relevant number of realistic scenarios.

• Model-In-the-Loop: Model-In-the-Loop is a case where you are using a model of the
control to work with a model of the car. The model of the control is probably in Simulink
and is connected directly to a physical model of the system within the same Simulink
diagram. Rapid development occurs at this stage as you can make small changes to the
control model and immediately test the system.

• Software-In-the-Loop: This is a case where the control model is slightly more ”real”
in the sense that you are no longer executing the model but rather have probably coded
the model into C or C++ and then inserted this coded model back into your overall plan
simulation. This is essentially a test of your coding system (whether autocoded or hu-
man coded). Design iteration slows down slightly from MIL, but coding failures start to
become evident.

• Driver-In-the-Loop: DIL virtual testing can be helpful to support the assessment of this
category of functional requirement by analysing the interaction between the driver and
the ADS in a safe and controlled environment.

• Hardware-In-the-Loop: HIL is mainly used to integrate a hardware component or sys-
tem to be evaluated and validated in the validation environment. For instance, such an
approach have been proposed in Univ. Eiffel to validate hardware box involving percep-
tion and fusion layers for ADS.

• Vehicle-In-the-Loop: VIL provides a validation environment for ready-to-drive vehicles
in combination with a virtual environment simulation. It allows the execution of complex
and safety-critical scenarios on the vehicle level.

VIL on proving grounds focuses more on the interaction between the driver/passenger
and the vehicle with virtual data (environment, sensors, perception, etc.). In this configu-
ration, the vehicle’s real acceleration (longitudinal and lateral) can be experienced by the
driver/passenger (difference to Vehicle-in-the-Loop at testbeds). A judgment and rating
by the real driver are possible. Some existing ViL platforms are presented in section 5.

VIL on proving ground may consist of the following elements:

– Longitudinal dynamics: The real longitudinal dynamics are available and inter-
connected with virtual environment.

– Lateral dynamics: The real lateral dynamics are available and interconnected with
virtual environment.

– Perception outputs: replace and/or enhance perception outputs in order to feed the
embedded decision-making and path planning layers.

– Sensor data: replace real sensor outputs by simulated ones.

– Communication means: replace and/or merge real messages with virtual messages
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– embedded virtual reality: provide an immersive rendering for a real driver in a real
vehicle.

Interface virtual environment simulation: Typically, the interface between the vehicle
and the virtual environment is done via object list injection. Also, raw data injection
is possible. Real sensors cannot be considered (with a few exceptions for very simple
sensors like ultrasonic).

Figure 9: Validation methods in the V-model. MiL, Model-in the-Loop; SiL, Software-in-the-Loop; DiL, Driver-
in-the-Loop; HiL, Hardware-in-the-Loop; ViL, Vehicle-in-the-Loop; FOT, Field Operational Test.

1.4 Validation/certification scenarios and procedures

The V-Model is the reference to present the design life cycle of a product such as an ADAS
or an ADS as shown in Figure 1 ([63]). The validation stream is always related to the specifica-
tion stream. It means that validation plans are designed concerning the specifications. However,
specifying and validating complex systems of systems such as a CAV is a challenging process.
To operate validation plans showing a suitable level of safety and reliability with an acceptable
time and budget, virtual method tests from MIL to VIL (see paragraph 1.1) now supplement
physical testing: closed site tests and open road tests. The validation phases go from the com-
ponent tests to the functional test of the full system in its ODD. At the end of a CAV or an ADAS
validation process, homologation and certification usually rely on physical tests. However, sim-
ulation results are cited in the list of elements that can contribute to the safety demonstration
for the authorisation of a Highly Automated Vehicle to be operated on its ODD (French Decree
n° 2021-873 du 29 June 2021, Art. R. 3152-6.-I ([64])).

As explained in PFA 2020 ([63]): “Driving scenarios are central in autonomous system
validation approaches. They should enable an appropriate screening of events and failures,
and their combination, that the vehicle might encounter in its driving environment during its
driving policy in its ODD. Scenario management has a vital role in reducing the gap between
the potentially infinite combination of driving conditions, events and responses (both from the
ego vehicle and alter road users). It can also address a limited number of scenarios employing
validation tools (either simulations or tests). Managing scenarios supports the identification of
both the most likely and most critical scenarios. It helps reduce the probability of un-identified
critical situations (“black-swans”).”
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Figure 10: Overall validation architecture from PFA 2020 including design, validation, and approval

Figure 11: Main process steps for managing driving scenarios for validation from PFA 2020
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Many programs are building databases for ADS validation such as PEGASUS (Germany),
SAKURA (Japan) (See [65]), MOSAR from IRT System X (see next paragraph). The scenario
approach is at the heart of the PRISSMA project as IAs require a large amount of data for
their learning and validation. Large scenario databases built with relevant and rich situations
might be the key for PRISSMA to show efficient validation methods for IAs in CAV up to the
certification.

In [66], a taxonomy of validation strategies to ensure the safe operation of highly automated
vehicles is given involving virtual aspects and the different types of validation architecture.
In this study, the authors systematically review literature that proposes new methods in this
specific area. The available methods were categorized into a proposal of taxonomy, dividing
them into the strategies of combinatorial testing, robustness testing and search-based testing.
They analyzed the literature regarding modeling capabilities, targeted automation subsystem,
targeted driving task level and the metrics used for criticality evaluation and coverage of the
scenario space. In this paper, the terminology is given, where the following essential domains
are highlighted:

• Scenario, situation, scene: A commonly used classification for the terms scenario, sit-
uation and scene has been elaborated by Geyer et al. (2014) [67] and was improved by
Ulbrich et al. (2015) [6]: A scene is therein defined as a snapshot of the spatial layout of
the vehicle and its environment, without any temporal attributes. Furthermore, a situation
is derived from a scene to include mission-specific goals and values. It is therefore always
from the ego vehicle’s point of view. Finally, the scenario includes the temporal aspect by
combining several scenes to a progression. In [68], an ontology is proposed based Scene
Creation for the Development of Automated Vehicles. This part is addressed with more
detail in the next section.

• Edge, boundary or corner case scenario: When scenarios are used in the testing do-
main, further differentiation is used to separate different types of scenarios. Current lit-
erature uses various terms to describe test scenarios that can be safety-critical for an AV,
such as edge, boundary or corner case scenarios.

• Rare event: Another term often used in research regarding scenario-based validation is
the term rare event. A rare event is defined by a very low probability of occurrence,
between 10−9 and 10−12: The probability threshold to classify an event as rare varies in
function of the application domain.
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2 Modelling, management, and scenario generation

The transport sector is experiencing an unprecedented boom following technological devel-
opments which have brought new functions of delegation of driving with the prospect of putting
on our roads, in a few years, vehicles more and more autonomous and more and more commu-
nicative. This development must not bring new risks and must therefore bring a high level of
security and confidence among users.

Reflections on the future of automated driving safety homologation/certification have been
very active recently, based on the general consensus that existing validation approaches have to
be significantly modified. This implies that the validation approach of such systems should take
into account the following main considerations:

• Scenarios management : the main challenge of automated driving validation and ho-
mologation/certification (compared to traditional automobile validation), is to manage
not only system failures but to be able to manage driving hazards (previously handled
by the driver) in risk analysis. Industry has undertaken this new item in standardization,
under the safety of intended functionalities (SOTIF [69]) framework. Risk analysis, de-
pendent of the ADS, is at the core of validation. Relevent scenarios to design & validate
ADS should be managed (because of their huge number) to comply SOTIF and identify
the residual risk. Scenario management should be the frame for validation architecture
and the main window through which public authorities can scrutinize industry valida-
tion processes. SOTIF also requested an “acceptance criteria” which is a validation stop
quantitative criteria, to ensure that the introduction of a highly automated vehicle on high-
ways will not increase the risk level. It also ensures that the safety demonstration and its
validation have a sufficient coverage.

• In use system monitoring and validation improvement : another key challenge for
safety, validation and homologation/certification is to collect and take into account new
rare scenarios, in order to improve systems’ safety and validation capabilities.

In the following sections we introduce the scenario taxonomy and the related definitions
shared between the various actors in the field of automotive industry. Then, we present the plat-
form (Methods and Tools for the Safety Assessment and Robustness Analysis of Autonomous
Vehicles) developed by IRT-SystemX in the context of former SVA1 project with automotive
actors. The third section of this chapter describes the need of using realistic scenarios and high
definition scenery in order to achieve the validation process. Finally, we suggest a first vision
on how to identify critical scenarios from field data and SOTIF methodology.

2.1 Simulation Standards

As mentioned in the other sections of this document, it’s essential to apply some standards
to enable interoperability with a variety of tools used in their overall autonomous vehicle devel-
opment process. ASAM OpenX standards consist of OpenDRIVE, which defines a file format
for the description of road networks (i.e. maps) and OpenSCENARIO, which defines a file
format for the description of the dynamic content in simulation (i.e. driving maneuvers). These
standards bring a number of benefits for developers, including but not limited to:

1https://www.irt-systemx.fr/en/simulation-for-the-safety-of-autonomous-vehicles-systemx-launches-the-sva-
project/
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• Create scenarios needed to validate specific safety requirements using any simulation
platforms (in-house or third-party)

• Support compliance with SOTIF and ISO 26262 by discovering or creating scenarios that
are going to identify hazards or excessive risks in events of component failures

• Scenarios can be shared across platforms to facilitate collaboration among teams inside a
company, as well as between companies (e.g., OEMs and suppliers)

• Regulators understand how OEMs test their autonomous systems and can better assess
commercial readiness

2.2 Scenario definition

2.2.1 Taxonomy and ontology of ODD, OEDR, OD for scene and scenario definition

2.2.2 Scene and Scenario

In a first approach, a test scenario, in the context of validation engineering or numerical
simulation, is accepted as the highest level of abstraction of the test process. In fact, in the
context of PRISSMA, it was first deemed relevant to speak of a scenario to describe a driving
situation isolated from any system to be tested.

When a vehicle involved in this scenario is then named ”ego vehicle”, the autonomous driv-
ing system(s) (ADS) that the designer wishes to put into situation, can now be assigned to it.
This is known as a ”use case”. Finally, the term ”test case” is appropriate only after instanti-
ation: that is to say the assignment of determined values to all the variables concerned by this
use case, and which can be processed for our needs.

Today, this definition has evolved and become more precise, notably by taking into account
the terminology used by the peer PEGASUS project in Germany [6, 7]. Without addressing
these revisions yet, it can nevertheless be said that a scenario is defined today as the composition
of a series of scenes linked together by events or actions. These scenes constitute the nodes,
that is to say, states frozen in time and succeed one another by the realization of events or
actions. With the exception of the initial scene, the scenes are then the expected or controlled
consequences one of the events or actions that precede them.

Figure 12: Temporal representation of a scenario

These two concepts of event and action will be specified in the sub-sections which are as-
signed to them. Below, the list of elements that a simulation scenario must include to be com-
plete from the point of view of the writer:

• A title: The title indicates in a few words the interest of the scenario considered
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• Dynamic elements - Actors of the scenario

• Static elements - Road infrastructure

• Environmental elements - Weather

• An initial scene - Initial conditions

• An event:

– change of state of an object outside the ego

– e.g.: a vehicle folds down just in front of the ego-vehicle

– e.g.: pads are on the path

• And/Or an action :

– A change in the state of the ego vehicle

– e.g.: The ”under test” function is activated, the ego vehicle brakes

– Note 1 : the ego vehicle does nothing as an action

– Note 2 : Each scenario contains at least one action or event

• Intermediate scenes (optional)

• A final scene - end criteria

• Measurable variables - Specifying, invariant and variability parameters

Figure 13: Scenario diagram [6]

2.2.3 Use cases

The use case is the expression of the situation of a driving assistance system, or autonomous
driving, in a contextualized driving scenario. This scenario illustrates both the usefulness of this
system (why we use it) as well as its use (how we use it), that is to say the appropriate use of
this system. in a specific context, and the need it meets.

From the point of view of the designer of this system, this situation makes it possible to
highlight the expected response of the latter, which is specified in a rigorous and measurable
manner through the requirements of the system’s definition.
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A use case is therefore a driving scenario that is exploited in order to verify the expected
behavior of a system carried by a designated ego vehicle. This expected behavior is verified
by compliance with the requirements associated with this system. Finally, each requirement
is verified by compliance with the validation criteria associated with it. The use case also
contributes to the restriction of the possibilities of infinite variation of the scenarios. In fact, a
system to be tested is bounded by an operating domain with: limits, precision, margin of error,
etc.

Figure 14: Use case diagram [6]

2.2.4 Test cases

When the specifying and invariant parameters are defined for a given scenario, the test de-
signer or writer will now have to precisely define the variability he wishes to apply to the
parameters of his scenario. This variability can result in a range of values and a cutting rule
specific to each parameter. This variability must be chosen in a manner that is relevant to the
use case under consideration, and judiciously so as to limit the infinity of combinations and
possible variations to a reasonable number.

This selection can be controlled in multiple ways, for example: regular intervals, Gaussian
distribution.

Once this draw is made, we obtain a finite number of possible combinations of the set of
parameters for our scenario. When the test writer, or the automatic generation tool applies one
of the parameter sets (from a draw), to the use case concerned, this is called a test case. In
other words, variability consists in discretizing our scenarios across previously chosen ranges
of values. The test case is then an instance of these possible use cases. This instance is defined
by the entire set of parameters applicable to this use case.

2.2.5 Introduction to functional, logical and concrete scenarios

The definitions set out so far remain insufficient, as the distinction between these levels of
description remains unclear, and can only be drawn from the use case.
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Figure 15: Test case diagram [6]

In fact, the use case constrains the scenario, then the test case in turn constrains the use case.
However, the definition of the scenario alone does not propose to isolate levels of detail and
depth of information during the parametric description of the scenario.

In addition, the work of writing use cases in a formalism based language has highlighted the
dominant role of illustrations. While they should in principle only support the point without
being specifying, they ultimately proved to be essential for understanding what the use case
writer wanted to describe.

This finding poses a problem for the digital coding of the scenarios in question. Sometimes
too rich in superfluous details, or on the contrary lacking information essential to understanding,
the method which consists simply in enumerating parameters under the fields assigned for the
scene, the action, and the event proves to be flawed and largely insufficient. The question that
finally arose was the following: how to describe a comprehensible driving scenario without
making illustrations essential?

The presentation boards of Hungar et al. [70] set out an interesting approach to answer
this question, by proposing to distinguish three levels of description for a scenario: functional,
logical, and concrete.

• The objective of the functional scenario is to specify ”high level”. This is a text descrip-
tion, possibly with a single optional illustration, allowing for concise writing and quick
reading. It is nevertheless possible to assign values to parameters, only if they are spec-
ifying parameters for this scenario, that is to say parameters which would allow us to
distinguish our functional scenario from another. On the other hand, no range of values is
indicated, and the possible variants are not specified. The important thing here is to refer
to the parent macro-scenario to which it belongs, and to specify verbatim the evolution of
the relative positions of the actors in relation to each other.

• The logical scenario is the level of description ”medium level” which divides the parent
functional scenario. It provides additional details to the functional scenario by scrolling
down the exhaustive list of all its possible variations, evolutions or variants of the latter.
For a logical scenario, the sequence of scenes, actions, and events is defined, in short, the
logic of the scenario’s progression is fixed. The logical scenario goes further, and specifies
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for all the parameters implemented, their ranges of values, as well as their occurrences and
their probabilistic distributions. It is therefore central, because it is at this level that we
allow ourselves to set scenario criteria, and that we must take into account the consistency
of the scenario in the intervals of defined values, it that is, to guarantee the plausibility of
the scenario in order to avoid impossible cases. Another major advantage of this method
is the fact of imposing ”criticalities”. This notion forces the user to inform the variables
on which he will pay particular attention with regard to the system to be tested. Also,
the process of adding textual attributes (example: left, from behind), while respecting a
certain logic, should favor, with ”criticalities”, a significant limitation of the quantity of
variables to be bound, and thus alleviate the parametric specification of the scenario.

• This notion is in line with our definitions, because the concrete scenario is a possible
instance of its parent logical scenario. Not to be confused with the test case, which is
associated with the system. Finally: Concrete scenario + System = Test case. (Figure 16
shows a summary of the introduced notions)

Figure 16: Redefined use case diagram - with PEGASUS definitions [7]

2.3 Automatic generation of test cases

The verification and validation of automated driving systems (ADAS) is a complex issue, as
these systems can be confronted with a very large number of situations that can be considered
endless. However, these situations do not have the same influence on the correct operation
of the system and do not all occur within the same time-frame. Whatever the nature of the
data used for validation, real or simulated, the Model-Based Testing approach can be used to
automatically build a complete test base of limited size while ensuring coverage of most of the
situations that have the greatest impact on the proper behaviour of the system under test.
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2.3.1 Global strategy of model-based testing for test cases generation

Test case generation faces the question of inherent combinatorial explosion. As stated by the
MaTeLo tool 2, the problem is to produce samples of large random vectors, whose components
can be dependent and take a finite number of values with given probabilities. An important con-
straint is to generate almost all the situations as economically as possible. To achieve this, the
COVADEC project opts for the probabilistic approach, which is based on the implementation
of a Gibbs sample, briefly described below.

• The first step is to construct a Markov random field from the simulation graph generated
by MaTeLo. When the parameters depend locally, this can be done using Bayes formulas.

• Next, test cases will be obtained using Gibbs samplers. In particular, we will seek to
optimise the rate of convergence towards equilibrium, since we know theoretically that
the speed of convergence is exponentially fast.

2.3.2 Gibbs samplers and random fields

In order to simulate systems with large state-space and given multi-dimensional distribu-
tions, such as those encountered in statistical physics to study equilibrium properties, powerful
methods have been proposed as soon as in the 1950’s. In particular, the Metropolis-Hastings’s
algorithms [71]. In the context of image processing, where digitised images can be viewed as
the realisation of some random field, one must quote the seminal Gibbs sampler work [72].

• The first possible Gibbs sampling is a random scan:

– We arbitrarily select an initial use case configuration, i.e. X(0) and a vector of initial
probabilities (α1, α2, ..., αp).

– On the jth iteration, we choose a parameter s with probability αs.

– The use case Xs(t) is generated with probability π(Xs|Xj(t− 1), j ∈ Ns).

– Iterate until converging to stationary probabilities.

We show that the Markov chain X(t) obtained in this way is reversible and its invariant
measure is the stationary distribution π of the vector X .

• The second Gibbs sampler is with periodic scanning that can be likened to a Markov
random field:

– In this case, the parameters are always traversed in an order fixed one and for all,
which is a permutation of (x1, x2, ..., xp), i.e. (s1, s2, ..., sp)

– A Markov chain Z(t) is generated.

– At each elementary stage, we select Xs1 conditional of the current state, then Xs2
as a function of Xs1, then the same up to Xsp. This Markov chain has then made
a transition, and by the iterative repetition of the process, we also obtain a Markov
chain whose invariant measure is the stationary distribution π of the vector X .

2The MaTeLo tool was launched in 2002 by a consortium of industrialists and academics from the space
industry, with the aim of deploying model-based testing methods, a project that came to fruition in 2004.
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|X(0)Mn − π| ≤ 1/2|X(0)− π|δ(M)n (1)

Where M is the transition matrix of the Markov chain obtained from a Gibbs sampler and,
between 0 and 1 is the ergodic coefficient of M , also known as the Dobrushin coefficient:

δ(M) = 1− infi,j∈Ω
∑
k∈Ω

pikpkj (2)

A metric likely to provide a criterion for stopping test campaigns relating to the infinite
universe of use cases can thus be constituted by this inequality.

2.3.3 Parameters required

In order to cover all the situations that ADAS systems may face, it is necessary to know
the various situational variables used to initiate the driving environment and the context in
which the system under test operates. These variables are made up of several values whose
distribution follows a statistical distribution that must be known. The aim is to provide a meta-
model of the test sequences, taking into account the influential parameters that express the
variability of the situations with which the system may be confronted. The construction of such
a model involves taking into account parameters of a heterogeneous nature, having very diverse
impacts on the scene as perceived by the system. A model of the way the system operates must
also be produced, in the form of Markov chains explaining the different operating states of the
system and the conditions validating the transitions from one state to another, relating to the
system’s internal and external parameters. This model needs to collect information about the
environment in which the ADAS operates, weather conditions and driving situations (i.e. ODD,
OEDR and behavioural competencies of the system). The modelling of the environment must
be as complete as possible. In fact, the model is supposed to represent all the situations that
the vehicle may encounter. Raffaëlli and al. have proposed several categories of influential
parameters [8], which are presented below.

• Weather conditions: have an impact on how the ADAS will perceive a scene. This
includes not only the weather as such, but also disturbances induced by these conditions
as well as the lighting conditions of the scene.

• Structure of road and the environment: this category includes the intrinsic characteris-
tics of the road, that is to say the parameters to accurately describe its structure (curvature,
topology, number of lanes, etc.), as well as its appearance and overall look (surface, mark-
ing, etc.).

• Behaviour of the equipped vehicle: this category is used to express the behaviour of the
equipped vehicle in a test sequence, both in terms of speed or trajectory rate of change.
In addition, this category includes the actions of the driver that may impact the function
without implying a change in the trajectory or speed (e.g. wiper operation).

• Behaviour of surrounding vehicles: the presence of other vehicles can influence the
perception of the scene by the ADAS either as a target vehicle or as a barrier masking
what the ADAS should detect. The behaviour of other vehicles is described by a set of
parameters identical to those defined for the behaviour of the equipped vehicle for which
we have added parameters relating to their positioning in the scene as well as changes of
trajectories they can make.
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• pedestrians: this category of parameters can express how pedestrians will evolve in the
scene (number, trajectory, crossing the road, etc.).

• obstacles and disturbances: this category includes all the obstacles and other distur-
bances known to have an impact on how the ADAS will perceive a driving situation. We
grouped the barriers in several sub-categories, namely:

– Fixed Targets set on the way: this includes work pads, a stationary vehicle, a lost
loading or any other object that may be on the way.

– Barriers at the trajectory limit: this includes road signs, guard rails, or a stationary
vehicle.

– Pedestrians in particular situations.

• Equivalence classes: the range of possible values for each parameter is divided into
several equivalence classes, for two main reasons:

– To select sets of values having a real impact on the ADAS function. This corre-
sponds to the notion of ”range”, all situations are assumed equal within the range
(e.g. 130 km/h and 131 km/h are considered equivalent in terms of ADAS, but 20
km/h belongs to a different equivalence class).

– To mange the dependencies between parameters. Indeed, some values of an influen-
tial parameter X may not be possible or have a different probability if the parameter
has a value Y (Y of X correlation - examples: ”night” and ”sunny” are incompati-
ble; ”speed > 130 km/h” and ”urban environment” is an unlikely event).

When building test campaigns, that is to say, sets of test cases which will be run for the ADAS
function, if one test case has all its values in exactly the same equivalence classes another test
case, it will be considered duplicate and eliminated from the campaign.

It should be noted that the list of these parameters is not exhaustive and could be found and
completed by the list of ODD 3 and OEDR 4 parameters used by the other PRISSMA project
tasks.

2.3.4 Results obtained

The method of automatic generation of test cases based on Gibbs samplers produces test
cases consisting of a scenario which described the evolution of the state of the system and
the parameters from an initial state, as a function of the characteristics of the system and the
distribution of the parameters. A summary of the test cases generation as perceived by MaTeLo
tool is given in 17.

3Operational Design Domain
4Objects, Events Detection and Response
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Figure 17: Summary of the automatic test cases generation (from [8])

2.4 Scenario management and generation platforms

Car manufacturers and suppliers are faced with a major scientific and technological chal-
lenge: to demonstrate the safety of the autonomous vehicle in a complex environment, gen-
erating a large number of driving situations in which it must react in a safe manner. The
MOSAR platform (Methods and Tools for the Safety Assessment and Robustness Analysis
of Autonomous Vehicles), is the result of IRT SystemX’s collaboration with leading French
automotive players, proposes a methodology and a tool-chain to design and validate the safety
of the autonomous vehicle using a scenario database.

With the objective to define for French automotive industry a shared scenario catalogue for
Automated Driving Systems (ADS) of SAE autonomy level 3 and more, SystemX decided to
agree on the following term definition. We based this work on the following articles [67, 70, 6]
that reflect idea close to the German PEGASUS project views and on the norms and standards
from the software and system engineering community. Some of these definitions are already
in ISO 21448 SOTIF standard [69], other are proposed for ISO/SAE PAS 22736 [73], ISO
22737:2021 [74] standard concerning ODD and Scenarios standardization for ADS.

Scenario Data Model for the database was created from this basis and from SystemX par-
ticipation to OPENSCENARIO and OPENDRIVE discussions at the standardization organiza-
tion ASAM). Scenario description parameters were chosen to be compliant with the maximal
number of parameters used in the different input databases. in the following, a scenario is a
specification of different classes of parameters.

2.4.1 Scenario languages and formats

The first brick is a way to import or set up a scenario described by the user. This require
the tool to be able to either import a standard scenario description, or/and be able to access
and adapt the various scenario and simulation parameter inside the tool. In [9], a number of
domain-specific languages and systems are presented. These scenario description and specific
languages have been developed to support scenario-based testing for Automated Vehicles. this
paper makes a review and a comparison of the main features and characteristics of the major
scenario description languages and systems (SDLS). The main scenario description languages
are presented in the figure 18 where the authors of the survey provide the data format of each
one, and give additional information about the road-network description format and the simula-
tion platform dedicated AV which use them.
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Figure 18: Comparison of main scenario description language used for AV evaluation and validation [9]

2.4.2 Scenario Manager

The Scenario Manager module provides access to a Reference Scenario Library, allowing its
management, to generate test cases for virtual testing, bench tests, and proving ground or open
roads. The purpose of these developments, carried out in collaboration with industrial partners,
is to pool together tools and scenarios that are essential for the design, validation and approval
of autonomous vehicles.

2.4.3 Test Case Generator

The Test Case Generator module should oversee the generation of test cases by exploiting
the variability of the scenario parameters to represent the diversity of situations encountered by
the vehicles.

Test case generation has been intensively studied in the last years. An extensive survey of
test case and concrete scenario generation can be found in [12]. Most of the current methods
start from manually created logical scenarios. Their configurations are based on frequent real
accidents like unlawful crossing of pedestrians (sometimes with poor visibility) or cut-in ma-
noeuvres on highway. The parametrization of these scenarios and the range values are then
arbitrary chosen. Parameters like speed usually conform with the traffic laws while the range of
parameters like the initial position of the actors depends on the use case of the scenario or the
desired complexity.

However, not all the possible parameters combinations are critical and relevant, and only the
challenging ones are interesting to run in order to assess the safety of the ADS. The concept
of criticality is so introduced and the challenge is to design algorithms able to identify critical
scenarios.

A common way to define the criticality is through a function of a physical characteristic
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of the concrete scenario, usually the speed of collision or the distance to the obstacle after
avoidance [75]. A more complex definition is instead proposed by [76], where the criticality is
function of the solution space of the ADS.

Several methods exist to find relevant values of these parameters, mainly based on optimisa-
tion algorithms, but also exploiting machine learning techniques. The level of parameterization
of the logical scenario strongly depends on the adopted approach. Several solutions have been
proposed to model the scenarios: for instance, [77] uses probabilistic distributions to model the
concrete scenarios while [78] have created an ontology to model the logical scenario.

In [79], the authors exploit the Matlab toolbox S-TaLiRo [80] to generate test cases of lane
changing. As an experiment for their method, they manually define a logical scenario where an
obstacle vehicle overtake the ego vehicle on a straight road, with another obstacle vehicle behind
the ego vehicle. They then use stochastic optimization algorithms implemented in S-TaLiRo
(simulated annealing, ant colony optimization, genetic algorithms, etc.) to find parameters of
the logical scenario causing a collision between the overtaking and ego vehicles. Feedback from
the simulator is used as input of the optimization to iteratively find critical test cases. A batch
of test cases is run in the simulator and, if no relevant test case is found, the results of the runs
are used by the optimizer for the generation of a new batch.

Bayesian optimization is used by [75] to generate concrete scenarios to test a low speed
ADS. They use Systems-Theoretic Process Analysis (STPA) to create a logical scenario where
the ADS must stop before colliding a pedestrian unlawfully crossing the road. STPA (explained
with an example in [81]) is an hazard analysis technique inspired by control theory and system
theory used to identify the possible failures and design flaws of a complex system. However, the
use of STPA to create a logical scenario does not seem particularly relevant in the experiment
of the article as the low complexity of the scenario does not fully justify its use. The objective
of the proposed method is to find test cases where the ego vehicle hits the pedestrian, which
correspond to a maximum of the objective function. The value decreases with the ego vehicle
stopping further away from the pedestrian, like a safety area around the pedestrian. To better
converge to relevant concrete scenarios, the optimizer exploits the feedback from the simulated
execution of the previously generated concrete scenarios.

In [82], the authors consider an AEB (Automatic Emergency Braking) system and define a
logical scenario with a vehicle cuts-in into the lane of the ego vehicle and then brakes in front of
it. They use the constrained randomization tool Vitaq [83] to generate three thousand test cases
and the simulator 3xD [84] to run the tests. The speed of the ego vehicle is not stored in the test
cases, it is controlled in real time by the tool Vitaq which is connected to the simulator. When
running a test case in the simulator, the tool can analyze how this test case and the precedent
cover the logical scenario with respect to its parameters and their ranges. The speed of the ego
vehicle in the the next run of a test case will be computed using the coverage analysis and the
result (collision or no collision) of the previous test case execution to increase the coverage and
find critical test cases.

[76] and [85] propose two similar methods to maximize the criticality of an existing concrete
scenario. They both model the criticality of a test case as a function of the solution space
(defined as the drivable area that does not lead to a collision) of the ADS tested: reducing the
size of the solution space, and so limiting the space of possible safe maneuvers, results in an
increase of criticality. The solution space is computed by combining a reachability analysis
with the prediction of the trajectories of the obstacle vehicles. The two approaches then differ
in the method adopted to optimize the parameters of the concrete scenario (initial positions,
speeds, etc.) to minimize the solution space. [76] spatially discretizes the problem and models
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it as a quadratic problem. Once this problem is solved, a binary search algorithm can be used
to find a better solution around the previous discrete result. The work presented in [85] is an
improvement of the precedent method. The authors propose a better modeling of the test case
and use a pruning method to ease the work of an evolutionary algorithm which finally minimize
the solution space. This model allows non-linear speeds for the vehicles, more complex road
topology, and more actors in the scenario.

[78] proposes a method to test an AEB system by defining the associated ontology. The
ontology is based on a functional scenario: a pedestrian crosses a street right in front of the
ego vehicle that must stop before crashing into the pedestrian. The ontology contains elements
and properties similar to a logical scenario: road topology, vehicles, weather, initial positions
and speeds, etc. The test cases are generated by an n-way testing method, that takes as input a
combinatorial testing model obtained from the ontology by a translation algorithm developed
by the authors. Then, the obtained test cases can be executed in a simulator for evaluation
(collision or no collision between the ego vehicle and the pedestrian). The authors propose two
methods for converting the ontology and they show that one of these methods can effectively
process a complex ontology representing the testing logical scenario of an AEB system.

In other works, machine learning approaches have also been used to create realistic and
critical scenarios. In [77], a neural network generates safety-critical AV scenarios from an
abstract scenario of an urban intersection. The obtained scenarios are modelled as series of
probability distributions, from which a final one is sampled and run on CARLA. [86] uses a
generative adversarial network, trained on a data-set of vehicle trajectories on a highway, to
generate realistic lane-change trajectories.

It is worth noticing that, as pointed out in [12], current methods never test the complete ODD
(Operational Design Domain) of the considered ADS. The scenarios (logical and functional) are
instead restricted to specific use cases, such as highway overtaking or an urban intersection. As
a result, the concrete scenarios and the generated test cases are not sufficient for the complete
validation and verification of the AV and new solutions need to be developed.

In [10], the basic layer of a methodology for scenario generation is provides. This proposal
includes the static concepts and the mobile ones. The static concepts are those defined for the
highway infrastructure and the weather while the mobile concepts are those defined for the
autonomous vehicle and the other traffics. Some of the static concepts, such as the lights, can
change state but not their position. They are the dynamic concepts.

In [11], the authors define the scenario generation and execution stages for Scenario-Based
Testing for Automated Driving Systems in High-Fidelity Simulation. This paper focus a part of
the paper on the different functions and data links involved in the scenario generation, execution.
They have defined the scenario generation process as following (see figure 20):

• First, a system S under test has to be chosen and defined. This system or component will
be tested in a specific environment E. For instance, the system could be OPENPILOT
system and the simulation environment could be CARLA.

• Next, the functionality of the system to be tested and its ODD have to be specified. In the
paper, the author proposed OPENPILOT’s ACC functionality on a highway.

• A corresponding logical scenario is developed next, which consists of two parts: a static
configuration set SC and a searchable space SS. The static configuration SC consists of
fixed configurations and parameters, e.g., the map information and the trajectory of some
background vehicles with fixed behaviours. The search space SS consists of searchable
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Figure 19: Test cases generation methodology ([10])

parameters, e.g., an NPC (Non-Player Character) vehicle’s speed or the parameters of a
Reinforcement Learning (RL) agent which controls an NPC vehicle’s behaviour.

• Next, a testing objective is formulated. An example is finding more scenarios causing
ego car’s collision given a fixed time budget. A selection algorithm that can find the pa-
rameters from the searchable space SS to achieve the testing objective is then developed.
Based on the search space and the testing objective, the algorithm can be either not adap-
tive, adaptive at simulation level, or adaptive at simulation step level. In other words, the
algorithm can potentially update its search based on feedback at different frequencies.
For any of the three categories, the selection algorithm samples a set of test parameters
(scenario vectors) p1, ..., pn and uses them to parametrize test functions f1, ..., fn. At each
time step, a test function fi takes in an environment state S(t)

i (e.g. the locations and speed
of the ego car and an NPC vehicle) and outputs a test action ta(t)i (e.g. the acceleration
for an NPC vehicle).

• Finally, the test functions f1, ..., fn along with static configuration SC are passed into the
scenario execution module.

Then the scenario execution is applied. The scenario execution module consists of three parts:
The first part is the current test function fi, the chosen environment E, and the system under test
S. All three parts have been provided or specified from the scenario generation module define
previously. The test function fi first outputs the initialization test action ta(0)i (e.g. the initial
speed of an NPC vehicle) to initialize the environment E. At every time step t > 0, fi takes
in the current environment state S(t)

i and outputs test action ta(t)i . Note that depending on the
search space SS and the algorithm, the test action at t > 0 can either be empty or influence the
environment e.g. controlling an NPC vehicle’s acceleration. The environment E is initialized
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using the static configuration SC as well as the initial test action ta provided by the test ti at the
beginning (i.e., t(0)i ). At each time step t, the environment E takes in the test action ta(t)i from
the test function ti to potentially modify the behaviours of NPC agents, and the system action
sa

(t)
i from the system M to control the behaviour of the ego vehicle. The environment E outputs

the current state S(t)
i which usually consists of the positioning and states of all objects and the

observation Ot
i which consist of the sensor information for the system S (e.g., the front camera,

LiDAR, RADAR, IR camera, ... or other automotive sensors used by the system under test).
It is also important to add a specific function allowing to generate the ground truth (see figure
20. At each time step t > 0, the system S takes in the observation Ot

i consisting of the sensor
information and outputs the system action sa(t)i containing the control commands on the ego
vehicle in the environment. After all the test functions finish their corresponding executions,
the execution results r1, ..., rn will be returned to the algorithm that leverages this information to
improve its scenario search potentially (optimisation process and complexity reduction). After
all the scenarios execution finishes, the final results r1, ..., rN will be passed to the evaluation
module.

Figure 20: Adaptation of the general workflow of scenario-based ADS testing in high-fidelity simulators (from
[11]) with ground truth generation (source UGE)

2.4.4 Virtual testing

The Virtual Testing module oversees the execution of virtual tests carried out with simulators
and their analysis using the tools developed in the framework.
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Figure 21: MOSAR Platform Architecture : a SaaS (Software as a Service) tool suite

2.5 Scene survey (digital twins)

The more intelligent the system tested is, the more realistic the scene needs to be. A scene
is composed of two parts. A logical one that will define the infrastructure (roads, signs..) and
then the 3D environment. While the first part can be obtained from various services like Here
or OpenStreetMap it is more complicated to generated a photo realistic environment.

There are different approaches:

1. Manual methods: modeling by a graphics designer. Realism can be good based on photos,
but small details and high-quality textures take a very long time to model. It can be
expected that about 1 km of road can be produced per man month.

2. Automatic or semi-automatic approaches:

• Modeling from data extracted from images. These approaches make it difficult to
obtain a photo-realistic rendering of a scene because of the average quality of the
reconstructed geometry, especially for large scenes. The company Virtuel City, for
example, is based on 3D modeling constructed using aerial photogrammetry, incor-
porates high-definition texturing of buildings through a campaign to acquire ground
photographs of buildings along the paths via a SnapCar car.

• Modeling from data from time-of-flight sensors. LiDAR (Light Detection And
Ranging) sensors make it possible to measure very precisely the distance between
the sensor and objects and to recreate their general shape in the form of a cloud of
points.

3. Procedural automation software : There are not many software that offer possibilities for
three-dimensional urban modeling. For example, CityEngine, LandSim3D and Infras-
tructure Modeler software are based on procedural techniques which do not reflect reality
and which cannot push the level of detail far.

Laser reading or LIDAR (Light Detection And Ranging) is an optical measurement technol-
ogy based on the analysis of laser light returned by the environment. The mobile laser surveys
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with the help of taking photos make it possible to digitize with great precision and high produc-
tivity (factor 10 with conventional survey techniques) both the geometry and the colorimetry of
an outdoor scene.

Figure 22: 3D point cloud of Lille from MINES ParisTech

The digital twin aims to reproduce the geometric configuration integrating the materials, tex-
tures, and objects constituting the scene (road, barriers, vertical signs, bridges, tunnels, poles,
etc.). For materials (specular, diffuse, ambient, shininess ...components), it also includes meta
information characterizing the physical properties of materials (with SER, BRDF, level of con-
ductivity, level of granularity, reaction to heat, HDR data for light intensity modeling.. .). About
texture, it is necessary to be able to take into account a large panel of different types of textures
(HDR, seemless, procedural, animated, bump-mapping, normal map, sphere environment map,
modulate, ...) Therefore, declining the possible observations of a virtual sensor in an environ-
ment at a time t different from the time of data collection, it is simply necessary to vary the
environmental conditions (light and on HDR, atmospheric and meteorological conditions) and
the simulation will behave in a physico-realistic manner.

In Pro-SiVIC platform, a digital twin of the Satory test track has be developed.
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Figure 23: Digital twin of the Satory test track in Versailles. Implementation in Pro-SiVICTM (source: Univ
Eiffel)

2.6 Identification of critical use cases

2.6.1 Critical and relevant scenarios

The Automotive Platform (PFA), which brings together the automotive industry in France,
proposes as a definition for the relevant scenarios any scenario highlighting a safety risk or
intervening in the definition or sizing of a safety barrier 5. These scenarios can be used from the
design phase to the validation and approval phases.

According to German work published in the paper [87], relevant scenarios refer to all sce-
narios that contribute to the validation of automated vehicles. The relevant scenarios can also
be very simple, for example the start of a speed limit. This is relevant for certification homolo-
gation tests because an automated vehicle must comply with current traffic rules.

The scenarios that we seek to collect are those having an interest for the design and validation
of the safety of autonomous vehicles, because:

1. It is a functional, logical or concrete scenario that can be used during the design or vali-
dation of a system: if the scenario presents a situation that can occur during the use of the
system and a improper behavior can result in a dangerous situation. A - “List of potential
dangers” should be provided as the list of the dangers to be taken into account in the case
of autonomous vehicles. It may in particular be the description of a situation observed
and in which the system or its environment have been endangered (experience feedback).

2. It is a logical scenario that can be used during the validation or for the evaluation of the ef-

5https://wiki.unece.org/download/attachments/92014309/VMAD-05-12%20AD%20safety%20validation%20-
%20french%20views%20-%20Vdef.pdf?api=v2
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ficiency of the safety of a system, because the scenario, in the expression of its variability,
makes it possible to cover a set of known situations that the system may encounter.

3. It is a concrete scenario that is part of a set of scenarios that can be used for the purpose of
extracting statistical information on the probabilities of occurrence of a situation or on the
distribution of parameters. a situation in a given context. In each of the cases mentioned
above, the notion of the relevance of a scenario depends on the system to which it is
applied.

There is also some other scenarios coming from different sources (scenarios of real world
driving collected data, scenarios of incident and accident studies, and scenarios coming from
the safety expert of car-manufacturers and suppliers) that could be considered as relevant. We
cite here the example of the present scenarios in the MOSAR platform as shown in figure24.

Figure 24: Relevant scenarios considered by MOSAR platform

Some other methods and process are proposed by Working Group (WG STPA) and compa-
nies in order to identify critical scenarios and the level of risk of a specific road segment. For
instance All4Tech propose a platform called MATELO which allows to generate, from an iden-
tified set of relevant parameters and variables, the full scenario and situation combination. Then
a filtering with some constraint allows to extract the sub set of configuration which respond to
expected situation (i.e. critical road situation). WG STPA worked from 2019 to 2020 on the
sharing of the road context in a set of segments. For each segment, a level of risk has been
assessed.

2.6.2 SOTIF approach for critical scenarios identification [1]

A new version of SOTIF standard has been released in April 2021: ISO/DIS 21448. It is
linked with a new version of taxonomy SAE J3016. This standard gives a methodology to
identify and test scenarios which can lead to accident without failure.
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The standard introduces the notion of Triggering Condition. It consists in an initiator el-
ement of the environment which transform a well-tested scenario into a hazardous one. To
identify Triggering conditions the SOTIF propose to consider functional insufficiencies of the
system: insufficiencies of specification or limitation of performance. These two elements come
from designer knowledge and experiment and field feedback from other systems with the same
technology.

Once triggering conditions are listed, in a second step, they are combined with operational
and test scenarios in order to identify the consequences. Mixing triggering conditions and
scenarios allow to explore a larger pool of relevant situation and identify critical ones.

In a third step, SOTIF Process propose to explore unknown scenarios to ensure robustness
rather than completeness, by introducing variability from known situations.

In each step, criticality is reused from ISO 26262 functional safety analyses which are pre-
viously defined.

SOTIF assumed that the system works in nominal mode with appropriated level of perfor-
mance before considering impact of triggering condition.

2.6.3 Scenario space and complexity reduction

To address the variety of real-world traffic situations, relevant test scenarios have to be se-
lected from the scenario space through combinatorial management for the AV safety assess-
ment. In their survey on scenario-based approaches [12], Riedmaier and al. describe 2 main
types of scenario selection methods:

• Testing-based / coverage-based selection

• Falsification-based selection

Most testing-based selection methods rely on sampling strategies within the whole scenario
space to ensure a good coverage.

Figure 25: Testing-based scenario selection techniques from [12]

Some strategies consider all possible combinations of parameters, [88] [89] [90], while oth-
ers do sampling from parameters distributions to select scenarios that will most likely be en-
countered in real situations. Among them, [91] [92] introduce the Extreme Value Theory ap-
proach with a criticality metric to sample scenarios. In [93], they use an Importance Sampling
Theory to provoke critical situations. Other approaches, [94] [95], rely on Markov Chain Monte
Carlo sampling.
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These selection methods have the advantage of ensuring a good coverage, however, they
require an important amount of tests, which does not solve the scenario space expansion issue.

On the other hand, falsification-based selection techniques aim to find challenging scenarios
where the safety requirements are not met, which enable to handle the combinatorial explosion.

Figure 26: Falsification-based scenario selection techniques from [12]

Among these methods, some select concrete scenarios from accident database, such as in
[96] [97] [98], but this is not sufficient for a global safety assessment.

Others consist in increasing the criticality or the complexity to generate challenging sce-
narios. The criticality is increased by minimizing the safe aera that be can used by the AV in
[85] [76]. In [99] [100] [101], they increase the complexity of scenarios thanks to a complex-
ity index which assigns weights to the scenario parameters, and combine that approach with
combinatorial testing.

Other interesting approaches are simulation-based techniques. These methods rely on a feed-
back loop and a simulator to execute test scenarios selected at each iteration thanks to optimiza-
tion algorithms.

Some work, [102] [103], propose an approach called Adaptive Stress Testing. It relies on
Deep Reinforcement Learning and Monte Carlo Tree Search to find failure scenarios using
rewards. They illustrate their method by generating sensor noise and pedestrian trajectories in
order to select challenging scenarios.

Another approach is to use a surrogate model to approximate the simulation behavior and
explore a large part of the scenario space while reducing the cost of simulation. In [104], they
use Kriging as the surrogate model and Differential Evolution Genetic Optimization and Particle
Swarm Optimization for the optimizer. This approach was introduced in [105] but they used a
neural network as the surrogate model instead of Kriging.

A Range Adversarial Planning Tool framework is developed in [106]. They use adaptive
search algorithms to find test scenarios close to the system’s performance boundaries. These
boundaries are identified using unsupervised clustering models. Related work use Bayesian op-
timization [107], random forest models [108] or simulated annealing [109] as search techniques
to identify parameters that lead to failure cases.

Each method alone has its shortcomings but a combination of several of them, as suggested
in [12], seems interesting and necessary. For instance, a combination of covering arrays for
combinatorial testing and simulated annealing for falsification in a simulated-based framework
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is proposed in [110]. The first selection with the covering arrays creates better initial conditions
to allow a faster convergence of the optimizer during the falsification process.

Moreover, as stated in [12], all of the solutions cited above are promising but have only been
tested in a limited scope, insufficient for a complete safety assessment for the moment.
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3 Metrics and performance indicators

In the realm of autonomous vehicles, the need for metrics and KPIs to evaluate the perfor-
mance of AI embedded within them is paramount. These metrics serve as vital yardsticks for
assessing the efficacy, safety, and reliability of the AI systems governing these vehicles.

One crucial kind of metric is about safety. Given the potential life-or-death consequences
of autonomous vehicle actions, safety metrics are of utmost importance. These metrics may
include collision rates, near-miss occurrences, and adherence to traffic rules. By measuring
these parameters, developers can gauge how effectively the AI navigates complex real-world
scenarios and ensures passenger safety.

Reliability is also a key metric. It assesses the consistency and predictability of AI behavior
across various conditions and scenarios. Reliability-type metrics may involve measuring failure
rates, system downtime, or performance degradation over time. A reliable AI system inspires
trust among users and stakeholders, essential for widespread adoption of autonomous vehicles.

Moreover, performance metrics are essential for continual improvement. These metrics may
include computational speed, decision-making accuracy, and adaptability to dynamic environ-
ments. Analyzing performance metrics enables developers to identify bottlenecks, refine algo-
rithms, and enhance the overall capability of AI systems.

Furthermore, ethical considerations play a role in metric selection. Metrics should align with
ethical principles such as fairness, transparency, and accountability. For instance, evaluating AI
decision-making against ethical standards ensures that autonomous vehicles prioritize human
safety and well-being. We can talk also about efficiency. This encompasses factors such as
energy consumption, time taken to reach destinations, and overall system responsiveness. Eval-
uating efficiency allows developers to optimize AI algorithms for smoother, more economical
operation, ultimately enhancing user experience and resource utilization.

In summary, metrics are indispensable tools for evaluating AI in autonomous vehicles. They
provide quantitative insights into safety, efficiency, reliability, performance, and ethical compli-
ance, guiding the development and deployment of AI systems that meet the highest standards
of quality and effectiveness in real-world settings. So in the evaluation and validation of system
of systems, several aspects have to be addressed.

• Firstly, we have to define a set of KPIs which allows evaluating and validating the quality
of the system in its wholeness. Is this system operating in its operating domain?

• Secondly, about the application, and in case of automated driving with or without the
human aspect (Driver), we have to quantify the level of risk either perceived and/or gen-
erated by the application and by extension the CAV. The goal is to guarantee a minimum
risk level.

• Thirdly, we have to quantify the quality and the performance of each component of
the application (each system of the system of systems). For instance, it is the case for
the different perception modules, or the decision-making module, or the path planning
system.

• Fourthly, in the simulation context, we have to use a set of models for the environment,
vehicles, sensors, pedestrians, road infrastructures, etc. In this case, we have to prove the
validity of the models comparatively to the actual systems and components.

In the rest of this section we’ll go into detail about the various KPIs and metrics used to
validate VAs’ embedded AI in simulation.
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3.1 Definition of Key Performance Indicators for service and system of systems

In the literature, several projects have attempted to address the problem of defining a set of
KPIs for validating systems of systems. One of the most comprehensive is the MAVEN project.
The MAVEN H2020 Project 6 has used specific KPIs to its program:

Figure 27: MAVEN specific KPIs

This same project has also used specific KPIs from TRANSAID 7:

Figure 28: TransAID specific KPIs: Network efficiency

6http://adas.cvc.uab.es/maven/wp-content/uploads/sites/16/2019/09/MAVEN Schindler KPI.pdf
7transaid.uic.fr
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Figure 29: TransAID specific KPIs: Vehicle Operations

Figure 30: TransAID specific KPIs: Energy and Environment

Figure 31: TransAID specific KPIs: Traffic Safety

Figure 32: TransAID specific KPIs: Transition Area specific
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Figure 33: TransAID specific KPIs: Communication related

Figure 34: TransAID specific KPIs: Real world feasibility

Once you’ve decided on the set of KPIs you want to achieve, you need to associate related
metrics with them to measure performance against the KPIs. The first set of metrics to be
addressed in this deliverable are those related to VA security.

Classically, the metrics for the security of autonomous vehicles can have two levels of time
granularity:

• Microscopic : metrics that focus interest only at the situation in a single, very specific
moment;

• Macroscopic : metrics that evaluate a sliding window of time or a complete scenario.

Microscopic metrics must verify at least four constraints:

• Translate the danger likelihood;

• Detect an accident;

• Avoid false negatives;

• Increase when facing more danger.
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3.2 Quantification of the risk level for automated driving systems

One of the examples of safety microscopic metrics that is beginning to emerge in standardi-
sation is the Responsibility-Sensitive Safety (RSS) model was developed and implemented by
Intel/Mobileye [111] but classically, ”Time to X” type measures stay the safety metrics standard.
RSS determine safe following distance to avoid collisions in the worst possible conditions (hard
braking of the following vehicle during an acceleration phase of the EGO vehicle).

Another metric has been recently proposed by NVIDIA ([112]). This risk metric is called
Safety Force Field. This metric considers uncertainty to provide confidence intervals for all the
metrics needed to calculate the Safety Force Field constraints, such as shape, position (including
distance), velocity, and acceleration.

One example of ”Time to X” metric is the Extended Time to Collision as proposed by [13].
This metric is integrated in the Mobileye systems ([113]). It proposes to calculate the time to
collision in the bi-dimensional plan 2D near the reality between the two nearest points of each
vehicle, as shown below:

Figure 35: Definition of vehicle state parameters according to [13]. The position of each vehicle is the point on
each vehicle closest to the other

Other ”Time to X metrics” exist: ”Time to Break” [114], Time to Steer, Time to React (max-
imum between TTB and TTS), etc. The ”Time to X” measurements are then compared to user-
selected thresholds (e.g. the 2 second safety distance) to give an indication of safety threshold
violation.

In [14], an improved method to calculate the Time-to-Collision value between two Vehicles
has been proposed. This approach extend the existing TTC to lateral collision. This study
was made in order to improve integrated safety models of road vehicles. An overview of the
different risk levels is given in the figure 36. In this modelling, a phase of interaction between
primary and secondary safety systems has been defined.
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Figure 36: The different risk levels and situation intervals ([14])

In [115] the authors compare three different model-based risk measures by evaluating their
strengths and weaknesses qualitatively and testing them quantitatively on a set of real longitu-
dinal and intersection scenarios. They started with the well-known heuristic Time-To-Collision
(TTC) and they extended it to a more generic 2D non-crash case to retrieve the Time-To-Closest-
Encounter (TTCE). The second risk measure models position uncertainty with a Gaussian dis-
tribution and uses spatial occupancy probabilities for collision risks ([116]). From these risk
indicators, the authors have derived a novel risk measure based on the statistics of sparse crit-
ical events and so-called survival conditions. The resulting survival analysis shows to have an
earlier detection time of crashes and less false positive detections in near-crash and non-crash
cases. It can be seen as a generalization of TTCE and the Gaussian method which is suitable
for the validation of ADAS and AD. This work was awarded in the FAST-Zero symposium.

In [117] a summary of various surrogate estimators is proposed: TTC, deceleration rate to
avoid the crash (DRAC), and Integrated conflict risk index (ICRI). This last indicator is used
in a prediction modeling in lane changing maneuvers with intersecting trajectories. Another
category of risk estimators is the probabilistic collision estimation methods. They assess the
general risk of a situation and provide a probability of collision (occurrence of an event) and
the severity of the risk, based on statistical analysis. There computation is mostly derived from
other distance-based estimators for the probability thresholds and tuning.
In [66], the authors enumerate the more used metrics in the assessing of the criticality of sce-
narios and can easily be automated in a simulation setup:

• Time-to-collision (TTC)

• Time-to-brake (TTB)

• Time-headway (THW) or Gap time (GT)

• Post-encroachment-time (PET)

• Proportion of Stopping Distance (PSD)
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• Initially-Attempt-Post-Encroachment-Time (IAPET)

Metrics from accident research, which take into account multiple factors have also been pro-
posed to rate scenarios. Such metrics include the crash potential index (CPI) which takes into
account the deceleration rate to avoid a crash and the maximum deceleration rate, and the road
safety index (RSI) which is a function of injury severity score (ISS), traffic volume and num-
ber of crashes. Using the ISS on its own as suggested by Alvarez et al.(2017) [118] is not
regarded as expedient, as it can only be applied once a crash with injury has happened. Haller-
bach et al. (2018) [119] suggests to complement TTC and TTB with a combination of multiple
traffic quality metrics, which take microscopic and macroscopic traffic data like the change of
traffic density and velocity fluctuations into account. Combinations of multiple criticality met-
rics reduce the amount of false-positive and false-negative evaluations and should therefore be
favored. A criticality assessment metric with a clear physical interpretation is introduced by
Stellet et al. (2016) [120]. They use a collision energy reduction metric, which evaluates sce-
narios based on how the collision energy is reduced. This metric is however only applicable if
a crash is unavoidable and cannot compare the criticality of non-crash scenarios to each other.

In the thesis [121], Althoff studied a collision probabilistic approach with an estimation
method of the collision probability for a single time point using a multidimensional space cell
decomposition. Their approach has the advantage to build a road map and search for pathway
with smallest expected collision probability for motion planning. They based safety assessment
on collision Probability of Collision State (PCS) for a vehicle which is found in an Inevitable
Collision State (ICS) and they computed the Overall Collision Probability (OPC). However this
method has a high computational cost. In [116] Lambert et al. have proposed a probabilistic ap-
proach for collision assessment related to distance of a subject to an object thanks to a provided
Gaussian normalized function on multiple-dimensional space (x,y,V). Besides, a definition of
the collision risk is presented as the product of the collision probability function and the cost of
collision, approximated as the EES : costcoll(V ) = EES(V ). The collision probability Pcoll
used is a multivariate distribution on 2D real space. Hence, the risk of collision Riskcoll(v) is
computed with: Riskcoll = Pcoll · costcoll(v) In more recent works, [122] proposed an ad-
vanced collision risk modeling for autonomous vehicles, extended from an interaction-aware
motion modeling based on Dynamic Bayesian Networks (DBN). They took in consideration
a more global view of the current situation (network and traffic level) in order to estimate a
“network level collision prediction”. This prediction capacity allows to have a risk anticipation
which clearly improves the risk assessment in complex and large traffic scenarios. Later, mod-
eling relying on octagonal representation of the surrounding space is proposed by [123] as an
analytic approach to assess the collision risk with obstacles. They used two probabilistic meth-
ods to calculate the risk: the Collision State Probability (CSP) in real-time and the Collision
Event Probability (CEP) density. They developed the octagon concept which models the trace
of the obstacle centroids when it moves around the ego-vehicle (represented by a rectangular
box). This concept provides a spatial multidimensional safety indicator.

An alternative approach is provided by grid-based solutions, where the estimation of the col-
lision risk can be computed for each cell regardless of the object it belongs to. This grid-based
approach is for instance used in the Conditional Monte Carlo Dense Occupancy Tracker (CM-
CDOT) [124]. Directly estimating the velocity of each cell in the grid, this algorithm predicts
the position in the near future of every cell as well as the trajectory of the ego-vehicle. These
estimations are computed over short periods, and a probability of potential collision is provided.
TTC probabilities are then associated to the cell from which the colliding element came from. In
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Figure 37: Left: Simulated collision scenarios reproduced in CARLA with the ego-vehicle (white) colliding with
another vehicle (red) and with a pedestrian; Right: Simulated LiDAR sensor and corresponding occupancy grid
output from the CMCDOT [15].

CMCDOT, the TTC probabilistic estimations are discretized corresponding to collisions within
1, 2 and 3 seconds. This strategy, originally presented in [125], enjoys the advantage of being
model-free, avoids solving the complex problem of multi-object detection and tracking, while
integrating the totality of the available information and providing a probabilistic estimation of
the risk associated to each part of the scene. The result of this estimation can then be used as
the starting point for any control and decision-making system. Though in [125] the authors
have presented an evaluation of their approach, a proper validation is absent and poses a big
challenge.

To try solving this problem, [15] proposes a methodology based on Statistical Model Check-
ing (SMC) [126]. The SMC approach makes use of specifically defined KPIs, expressed as
temporal properties depending on a set of identified metrics. By analyzing the behavior of these
metrics through both real experiments and numerous simulations in realistic environments gen-
erate in CARLA [127] (see Fig. 37), a probability for the system to finally respect the KPIs
is provided by the model checker. The validation involves both positive cases (the collision is
real unless actions are taken) and negative cases (the collision is not going to happen). The in-
formal description of the KPI is that the high probability of collision predicted by a perception
system should be followed by a real collision, while low probability of collision should guaran-
tee its absence. Formally, the KPIs are expressed as Bounded Linear Temporal Logic (BLTL)
formulas as follows:

• G≤L ((F≤t collided) ⇒ (cmcdot riski > τh)). This property states that, at any time, a
collision happening within t seconds must be perceived by CMCDOT with a high colli-
sion risk. Any violation of this property for t ≤ i falls into false negative case: a real
collision is not perceived in time.

• G≤L ((G≤t ¬ collided) ⇒ (cmcdot riski < τl)). This property states that the collision
risk estimation must be low in all states such that no collision will happen in t seconds. A
violation of this property for t ≥ i falls into false positive case: a non-existent collision is
predicted.

where: i represents the seconds before the potential collision at the time we evaluate the col-
lision risk; cmcdot riski is the maximum probability of collision in i seconds output by CM-
CDOT among all cells belonging to the approaching vehicle; the thresholds τh and τl are the
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boundaries when the collision risk is considered high and low, respectively; L is the number of
states in the longest trace; the Boolean variable collided is True in all states after a collision
has occurred and False otherwise. The temporal operators G and F are: always (G≤t ϕ), re-
quiring ϕ to hold in all states for the next t units of time, and eventually (F≤t ϕ), requiring ϕ to
become true within t units of time. In [128], a different approach based on formal verification
was adopted to analyse the same probabilistic collision risk estimation generated in simulated
scenarios by the CMCDOT. In this case, a number of typical temporal properties (invariants,
safety, liveness) were verified on each trace obtained in the CARLA simulator by using the
XTL [129] model checker of the CADP toolbox [130], producing quantitative verdicts (sets
of events violating the properties, with their diagnostic information). However, the scenarios
considered to conduct this study are not fully representative of the entire configuration space
and an automatic scenarios generation approach with a rigorous coverage analysis would make
these studies more solid.

Going beyond the classic concept of collision risk, the authors of [131] proposed a new
approach to quantify the risk of injury issued by the accidentology of each class of object present
in the scene. Each class of object presents an injury probability with respect to the impact
speed and ethical and/or economical factors. This method generates a cost map containing an
estimation of the collision probability along with the risk of injury.

In [132], some new notions of cooperative risk and global risk have been proposed in au-
tonomous driving context and with CAV. In this case, the risk assessment algorithm has the
capability to access to the remote information coming from the other vehicles and road compo-
nents.This also addressed impact on both the car and the driver. Recently, Leroy, Gruyer, and
Orfila [17] have proposed five key components-based risk indicators ontology for the modelling
and identification of critical interaction between human driven and automated vehicles (see fig-
ure 40). This work investigated a new ontology of risk for interaction between autonomous
vehicles and human driven vehicles (mixed traffic configuration) based on a five key compo-
nents decomposition. The improvements of this ontology compared to previous ones are a more
detailed classification of risks according to the different components attributes. But the most
important is the more consistent decomposition that improves the classical DVE (Driver Vehi-
cle Environment) one by adding the road and the obstacles components. These improvements
enable other AV functions to operate in better conditions (trajectory planning) but also a better
estimation of global risks indicators. Moreover, this ontology is also a new way of describing
risk estimation structures that can be used as a pedagogic tool. Extended from this work, the
same authors have proposed a new adapted risk indicator for autonomous driving system with
uncertainties and multi-dimensional configurations modeling called RIMU [133]. This risk es-
timator, on which relies AV decision-making, is based on an extended version of the distance of
Gruyer (DG). This estimator provides an answer and a solution to the risk assessment needed
as a part of a generic and extended architecture dedicated to the building of a generic driving
meta-model usable for multi-modal driving behavior simulation (personal vehicle, connected
vehicle, connected and automated vehicles and autonomous vehicle). The proposed estimators
have been tested, evaluated, and analyzed on a set of representative highway scenarios with
three key performance indicators. Results show that the proposed risk estimator (RIMUM) is
more realistic, extended DG more reversible.
In [134], an overview of the main surrogate and safety indicators are presented:

• Temporal proximal indicators

– Time to collision (TTC)
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– Extended Time to Collision (TET,TIT)

– Time Exposed Time-to-Collision (TET) indicator

– Time Integrated Time-to-Collision (TIT) indicator

– Modified TTC (MTTC)

– Crash Index (CI)

– Time-to-Accident (TA)

– Time Headway(TH)

– Post-Encroachment Time(PET)

• Distance based proximal indicators

– Potential Index for Collision with Urgent Deceleration (PICUD)

– Proportion of Stopping Distance (PSD)

– Margin to Collision (MTC)

– Difference of Space distance and Stopping distance (DSS)

– Time Integrated DSS (TIDSS)

– Unsafe Density(UD)

– Deceleration based indicators

– Deceleration Rate to Avoid a Crash(DRAC)

– Crash Potential Index (CPI)

– Criticality Index Function (CIF)

• Other indicators

– Jerks: The term Jerks is a composite of g-force and speed or a derivative of acceler-
ation. This indicator was used in order to assess the tendency for left/right g-force
and mean speed to predict bus accidents.

– J-value: J-value is an accumulative safety indicator related to the accumulation of
risk of vehicles inside a platoon.

– Standard Deviation of Lateral Position (SDLP): This measure is similar in nature
to the degree of vehicular control a driver exerts in any particular driving situation
and is allegedly related to the probability of running-off the road. This indicator is
mainly suitable for driving simulator or instrumented vehicle studies i.e. naturalistic
driving approach.

– other: Finally, there are several other safety indicators that are less widely used,
such as Critical Gap, Gap Time (GT),Time to Intersection(TTI), Time to Stop Line
(TSL), Time to Line Crossing (TLC),Predicted Minimum Distance (PMD); ODCA
& PDCA, Potential Energy (PE) ...

In [135], authors have used a part of these safety indicators in order to evaluate the usability of
surrogate measures at different road geometries(intersections, round-about ...). In [16], authors
propose a probabilistic driving risk assessment framework based on intention identification and
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risk assessment of surrounding vehicles. Firstly, we set up an intention identification model
(IIM) via long short-term memory (LSTM) networks to identify the intention possibility of the
surrounding vehicles. Then a risk assessment model (RAM) based on the driving safety field is
employed to output the potential risk. The last stage consist to integrate risk evaluation model
combining both IIM and RAM in order to build a dynamic potential risk map considering multi-
vehicle interaction. In a typical but challenging lane-changing scenario, an automated vehicle
with this type of safety indicator can assess its driving status by calculating a risk map in real
time that represents the risk generated by the estimated intentions of surrounding vehicles (see
figure 38).

Figure 38: Framework of the comprehensive risk evaluation model. Combination of both Intention Identification
Model (IIM) and Risk Assessment Model (RAM) to build a predictive risk map quantifying the potential risk.([16])
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Figure 39: Ontology for risk indicators, key components and perception attributes [17]
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Figure 40: The different level of risk assessment depending of road key components (obstacle, road, ego-vehicle,
environment, and driver) (source: University Eiffel)

Another interesting way using risk-index based sampling method is proposed by [136]. In
this work, the authors propose a novel framework to generate scenarios for the evaluation of au-
tonomous vehicle safety. The test scenarios are generated by sampling parameters from a prob-
abilistic model based on naturalistic driving data, which consist of vehicle kinetic information
and a traffic risk index. The proposed framework also allows to estimate the comprehensiveness
of the test scenario with respect to the naturalistic driving dataset. In this work, the idea is not
to generate scenarios and then assess the level of risk, but the opposite. The authors generated
scenarios with constraint to reach a level of risk.

3.3 Metrics and evaluation operators for components and functions (i.e. Perception lay-
ers and modules)

In order to validate a perception application, it is necessary to use 3 sets of criteria. The
first set contains the qualitative criteria, the second set the quantitative criteria, and the last one
the semantic criteria. We mainly use these 3 sets of criteria in order to evaluate and validate
the quality of a perception system using control theory approach or AI-based approach for road
key components estimation. However, these criteria are applicable to cooperative systems, with
extended and distributed perception.

• Quantitative indicators

• Qualitative indicators

• Semantic indicators

Moreover, in these 3 levels (Quantitative, qualitative, semantic), a dedicated vocabulary is
used for Perception, AI-based, data fusion algorithms evaluation and validation. This algo-
rithms, methods, and functions involve to merge information from multiple sources to improve
decision making. The merged information can be direct observations, treatment results, generic
knowledge (in the form of a rule for example) and be of a numerical or symbolic nature. The
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level of merge depends on the merged information. The merger is said to be “low level” if
values directly resulting from a measurement system are taken into account. The merging of
processing results is said to be “medium level” and the merging of symbolic rules or parameters
is said to be “high level”. Data fusion and processing explicitly considers the merged data to
be necessarily ”imperfect”. The community recognizes that there is no consensual definition of
these imperfections. However, some features of the imperfection are distinguished:

• Incompleteness characterizes the absence of information provided by the data source on
certain aspects of the problem.

• Ambiguity is the capacity of information to lead to two different interpretations.

• The notion of conflict characterizes the fact that several different pieces of information
lead to contradictory interpretations.

• The characteristic redundancy of data sources which each provide the same informa-
tion and the characteristic complementarity of sources which provide information on
different aspects.

• Uncertainty relates to the truth of information and characterizes its degree of conformity
with reality.

• Accuracy concerns the content of the information and measures a quantitative lack of
knowledge on a measure. It testifies to the lack of accuracy in quantity, size, duration of
the data. We insist on the need not to confuse uncertainty and inaccuracy.

• Integrity is more complex to define. The definition of ”high level”, given by the ICAO
(International Civil Aviation Organization) is: ”A measure of the confidence that can be
placed in the accuracy (metrology definition) of the information provided by the system. It
includes the possibility for the system to warn the user in time with valid alert messages”.
More explicitly, we can say that integrity is the (almost) certainty of not continuing to
use a system that has become dangerously false. We can easily understand his interest in
landing maneuvers, for aeronautic domain.

• Disponibility - Availability characterizes the percentage of time during which the track-
ing system is actually available with its nominal performance. For a perception system or
a specific sensor, periods of unavailability in a specific/ constraining/ degraded/ adverse
environment are mainly due to too few visible, readiness, and readable data/information.

• Continuity (of service): probabilities that the defined performance of the system (in
terms of accuracy and integrity) will be maintained for a given period of time, defined in
advance, with the assumption that the service is operational at the start of the period.

3.3.1 Quantitative indicators

The key problem in comparing estimators is the choice of criteria and their interpretation
regarding the evaluation of algorithm performance. In this section, we present a protocol for
comparing estimators for local perception based on three families of evaluation criteria:

• 1. the precision [Drummond 98], [Li 01], [Drummond 99] is evaluated from the following
three measurements:
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– The root-mean-square error (RMSE);

– The average Euclidian error-AEE (Average Euclidian Error);

– and finally the geometric average error-GAE (Geometric Average Error);

• 2. The consistency and credibility of each estimator are assessed using three criteria based
on the standard of estimation error provided by each algorithm. It is:

– The NEES (Normalized Estimation Error Square);

– The NIS (Normalized Innovation Squared);

– The ANEES (Average Normalized Estimation Error Square);

– and finally the NCI (Non-Credibility Index) [Drummond 98], [Li 02], [Drummond
99], [Bar-Shalom 93], [Bar-Shalom 83].

Other criteria based on the information content [Lefebvre 04], [Zamora-Izquierdo 08] of
each filter, through 2 or 3σ envelopes, as well as uncertainty ellipses are presented;

• 3. the robustness of the estimators is evaluated by using statistical averages of algorithm
parameters (ego-location, detection, etc.) on particularly aberrant point measurements, or
during driving scenarios in borderline situations.

The following notations are adopted in this part. X is the exact state vector of dimension n
to be estimated, its estimate is X̂ and the estimation error X̃ = X − X̂ . M defines the number
of measurements. The exact mean squared error (MSE) variance-covariance matrix of X̂ is
denoted by Σ. The one provided by the estimator will be called P . During simulations, we
assume that neither the evolution model nor the sensors used are biased. For each scenario, the
total number of independent trials using a Monte Carlo random draw (having N samples each)
is denoted by M , the index i therefore represents the ith trial. Finally, the Euclidean norm of a
vector a will be denoted

∥∥a∥∥
2
=

√
ata, where at is the transpose of the vector a.

3.3.1.1 Root Mean Square Error - RMSE [accuracy]

This is the best-known precision measurement. It is defined by:

RMSE(X̂) =

√√√√ 1

M
.

M∑
i=1

∥∥X̃i

∥∥2

2
=

√√√√ 1

M
.

M∑
i=1

X̃ t
i .X̃i (3)

This quantity can be interpreted as the statistical parameter called “standard deviation”. For
unbiased scalar parameter estimators, this is the most natural approximation of the standard
deviation of the estimation error. Therefore, the RMSE is a useful parameter for probabilistic
analyzes, although not having a simple physical interpretation. The popularity of RMSE stems
mainly from the fact that it is generally the best approximation over a finite sample, the standard
error. This is the most widely used optimality criterion in terms of errors (MSE), and remains
mathematically the most elaborate.
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3.3.1.2 Average Euclidean Error - AEE [accuracy]

The Average Euclidean error, denoted AEE, is defined by:

AEE(X̂) =
1

M
.

M∑
i=1

∥∥X̃i

∥∥
2
=

1

M
.

M∑
i=1

X̃ t
i .X̃i (4)

This measurement is derived from the concept of Euclidean distance or Euclidean norm and is
often referred to as Mean Absolute Error (MAE). While the RMSE is an approximation of the
standard error, the AEE represents the average of the actual errors.

3.3.1.3 Geometric Average Error (GAE) [accuracy]

Both RMSE and AEE are based on an arithmetic mean of the error. However, it is known
that this average is largely influenced by large error values, this influence being however weaker
with the AEE than with the RMSE. To overcome this weakness, it is proposed to use a geometric
mean: the GAE. The mean geometric error is defined by:

GAE(X̂) =
[∏M

i=1

√
X̃ t

i .X̃i

]1/M
(5)

In order to optimize its numerical calculation, we go through the logarithm:

GAE(X̂) = 10LGAE(X̂) with LGAE(X̂) =
1

2.M
.

M∑
i=1

log10X̃
t
i .X̃i (6)

3.3.1.4 NEES (Normalized Estimation Error Square) - [consistency and credibility]

This test is carried out by calculating the NEES (Normalized (state) Estimation Error Squared),
denoted ϵ = X̃.P−1.X̃ t Under the assumption H0 that the filter is consistent and that the error
X̃ follows a Gaussian law of variance-covariance matrix P , then ϵ follows a distribution of χ2

with ηX degrees of freedom (ηX being the dimension of X). Then according to the equation
giving the expectation of a random variable according to the law of χ2

E[ϵ] = ηX (7)

The test then consists of evaluating the acceptability of the equality to this equation. As we
said before, the evaluation of the filter consistency from the statistic ϵ (the NEES) is based on
simulations. Using the Monte Carlo approach with M independent samples each having the
same number of elements N , we generate at each time index k, M independent values of the
random variable ϵ(k), denoted ϵi(k), i = 1, 2, ...,M. For these M samples, the mean value of
the NEES is

ϵ(k) =
1

M
.

M∑
i=1

ϵi(k) (8)

It follows then thatM.ϵ(k) follows, under the hypothesisH0, a distribution of χ2 withMηX de-
grees of freedom. Consequently, the assumption with the equation E[ϵ] = ηX which translates
the fact that the real estimation errors are consistent with those provided by the filter (criterion
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C1), is acceptable if ϵ(k) ∈ [r1, r2] where the confidence (or acceptability) interval [r1, r2] is
determined with

P [ϵ(k) ∈ [r1, r2]|H0] = 1− αθ (9)

In this study, we have to choose the desired confidence level (eg at 1 − αθ = 95%). We
then refer to the table of values of χ2 to determine the interval [r1, r2]. For instance, if we
consider αθ = 5%, ηX = 2 (position vector) and M = 20 independent Monte Carlo tests,
i.e. 40 degrees of freedom, then we deduce from the χ2 table that the interval delimiting 95%
confidence probability is [r1, r2] = [24.4/M, 59.3/M ] = [1.22, 2.96]. When M = 1 (one test,
2 degrees of freedom), this interval becomes [0.05, 7.38]. The interval is reduced with a large
number of Monte Carlo trials, illustrating a reduction in the variability (error) when the trials
are repeated, while remaining independent.

3.3.1.5 NIS (Normalized Innovation Squared) measurement

Criterion C2 is applied when the ground truth is known only from observations (often of the
GPS coordinate type). This is particularly the case during tests on real tracks. The consistency
test can therefore be performed using a new statistic called the NIS (Normalized Innovation
Squared) [Bar-Shalom 93], and noted ϵv, such that ϵv = vt.S−1.v where ϵv represents innovation
(also called the residue) of the filter and S the variance-covariance matrix of this residue. In the
same way as the NEES, under the assumption that the filter is consistent, the NIS ϵv follows
a law of χ2 with ηY (dimension of the vector of measures) degrees of freedom. From M
independent Monte Carlo samples, having a NIS ϵv, we calculate the mean:

ϵv =
1

M
.

M∑
i=1

ϵiv (10)

The test performed is then similar to that described in the previous part dedicated to the NEES
measurement. The acceptance interval is determined by assuming that M.ϵv follows a law χ2

with MηY degrees of freedom.

3.3.1.6 ANEES (Average Normalized Estimation Error Square) - [consistency and cred-
ibility]

3.3.1.7 NCI (Non-Credibility Index) - [consistency and credibility]

The NCI (Non-Credibility Index) is presented as the most accurate universal indicator of
the credibility of an estimator. In particular, it keeps the property of invariance with respect
to the dimension of the estimator. Its calculation is based on the principle that the difference
between P (variance-covariance matrix of the estimation error) and Σ (exact mean square error
(MSE) variance-covariance matrix) is equivalent to the difference between P−1 and Σ−1. A
well known way to compare the matrices P−1 and Σ−1 is to compare the scalars X̃ t.P−1.X̃
and X̃ t.Σ−1.X̃ ; where X̃ is the estimation error. A classic approach used to quantifying the
difference between X̃ t.P−1.X̃ and X̃ t.Σ−1.X̃ is done through the variable D defined by:

D = (X̃ t.P−1.X̃)− (X̃ t.Σ−1.X̃) (11)
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3.3.1.8 Comparison and semantics of errors measurements

Comparison and semantics of accuracy measurements aspect

The EEA expresses the average distance between the estimate and the parameter to be esti-
mated. In our applications, this distance will be expressed in our physical (Euclidean distance)
and Cartesian space. If we consider a test set containing a sub-sample of 10 estimation er-
rors noted in meters: [1.5;−2.1; 2.3;−2.5; 3.1; 6.1;−2.0; 1.7; 0.5;−1.8], we will then obtain an
AEE of 2.36m and an RMSE of 2.74m. The EEA expresses the mean error in amplitude well.
However, it is not easy to give a physical interpretation of RMSE apart from its relevance in
probabilistic analyzes, and in particular the characterization of the dispersion of errors. For this
same error and assuming the unbiased estimator, the AEE appears to be the natural approxima-
tion of the mean deviation from the reference E[X̃], for a finite sample. And for a Gaussian
distribution of standard deviation σ. Therefore, AEE can be converted to RMSE if it is assumed
that the error follows a Gaussian distribution, while RMSE cannot be converted to AEE without
precise knowledge of the distribution of the error. For these reasons Li [Li 01] recommends, for
the evaluation of the precision of estimators, to use the AEE instead of the RMSE.
The GAE error, based on the geometric mean, is more robust than these first two measurements
(RMSE and AEE). Indeed, it is less sensitive to large values of real deviations. On the other
hand, the GAE is never greater than the AEE, itself never greater than the RMSE value. Thus
we theoretically have GAE ≤ AEE ≤ RMSE : the impact of large errors is greater on an
RMSE and less important on a GAE.
If we consider the example of the ten measures of error, then we obtain a GAE of 2.004m; the
theoretical order between the different averages is well respected. The main advantage of using
GAE is its ability to be less influenced by very large error values, while remaining close to AEE.
Equality between these errors only exists when the number of tests is limited to 1 (M = 1), this
is the case for tests on real tracks. Also, the difference between GAE, AEE and RMSE can be
used to represent the presence of large point errors. The closer these averages, the closer the
errors along the path (no error peak). In the case where GAE = AEE = RMSE, then there is
no fluctuation in these errors and the common error can be considered as a bias, and hence this
bias can be compensated.

Consistency of an estimator

In many perception algorithms, we have to use state estimators. In order for these estimators
to be considered consistent it is necessary that the estimation errors satisfy the two conditions
presented in [Bar-Shalom 93] and [Lefebvre 04]:

E[X − X̂] ≡ E[X̃] = 0 (12)

and
E[(X − X̂).(X − X̂)t] ≡ E[X̃.X̃ t] ≤ P (13)

This means that for a finite number of samples (measurements), the estimation error must be
consistent with the following theoretical statistical properties:

• C1: the real errors on the state of the system must be centered at zero and have a variance-
covariance matrix greater than the real MSE of the system;

• C2: innovation must also satisfy this property.
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Among these two criteria, only C2 can be tested with real data. Criterion C1, which is really
the most important, can only be tested in simulation because we need a well-known reference
to implement it. Then the ground truth availability is essential.

Comparison of NEES and NIS

From the results that will be obtained, we can deduce that if the error statistic (NEES or NIS)
is beyond the upper limit of the interval r2, then:

• either the estimate is biased

• either the real errors are very large compared to those estimated by the filter

• or the covariance of the error provided by the filter is too low.

If, on the contrary, the calculated statistic is below the lower bound of the interval r1, then the
covariance of the estimation error provided by the filter is too large compared to the real error.
When the error statistic is within the acceptability range, then it is concluded that the filter is
configured correctly, and the estimated error is consistent with the actual errors in the system.

3.3.1.9 Quantitative indicators and combinatorial science NEW

Most ML/DL applications continue to incorporate traditional measures such as MAE or
RMSE as primary indicators of the adequacy of ML models (mainly those based on regres-
sion). This seems to stem from familiarity with these measures, as opposed to others, such as
the Golbraikh and Tropsha criterion [137], the QSAR model of Roy [138], Frank and Todes-
chini [139], and objective functions specifically designed following the domain. The work of
Gandomi et al [140], Golafshani and Behnood [141] and Cheng et al [142] has applied a multi-
criteria verification process that integrates the use of traditional and modern measures. The use
of a multi-criteria process is not only beneficial for ensuring the validity of a particular ML
model, but is also recommended for overcoming some of the identified limitations of traditional
measures. For example, the actual/predicted correlation, which corresponds to the linear corre-
lation (in the statistical sense) between actual and predicted values for each value considered in
a set, should be used in conjunction with another measure such as RMSE, MAE or Max Error.

3.3.2 Qualitative indicators

This first level of qualitative criteria makes it possible to obtain statistics on the general
functioning of the algorithms and is mainly concerned with qualifying the overall performance
of the detection algorithms and not its quantitative precision.

3.3.2.1 Simple quality metrics

The simplest and often used metrics are:

• The detection rate which is the number of objects detected divided by the number of
objects to be detected. It is enough that the object is detected on at least one time of the
scenario for it to be considered as detected in the tests. Objects may as well vehicles as
road markings or other objects.
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• The detection distance which indicates the average distance from which an object is
detected. Often this criterion is associated with a detection percentage (80% detection).

• The loss of detection. From the moment the object is detected, this criterion will rep-
resent the sum of the duration of the detection losses divided by the duration that the
detection should have had. An average of this error is provided as a result.

• The false detection rate which is the number of times at least one false detection was
recorded divided by the total number of iterations of the detection algorithm. An average
of this error is provided as a result.

3.3.2.2 Precision and recall

In order to define this precision and recall metric, it is first of all necessary to define 4 metrics
(originally they are defined for classification issues):

• TP (true positives): which represents the number of objects of a specific class detected
with a positive test and actually belonging to that class. Correct detection situation. For
instance, in a situation with 2 classes (obstacles / non-obstacles), for an obstacle detector,
this value represents the number of cases of detection of an obstacle by the algorithm,
actually corresponding to an obstacle.

• FP (false positives): represents the number of objects of a specific class detected with a
positive test when they are not part of that class. False alarm situation. For instance, in
a situation with 2 classes (obstacles / non-obstacles), for an obstacle detector: number of
cases of detection of an obstacle by the algorithm, when in fact it is not an obstacle.

• FN (false negatives): represents the number of objects of a specific class not detected
with a negative test even though we are in the presence of an object of this class. Non-
detection situation. For instance, in a situation with 2 classes (obstacles / non-obstacles),
for an obstacle detector: number of cases of non-detection of an obstacle by the algorithm,
while an obstacle is present.

• TN (true negatives): represents the number of objects of a specific class considered
undetected with a negative test and not actually being an object of that class. For instance,
in a situation with 2 classes (obstacles / non-obstacles), for an obstacle detector: number
of cases of non-detection of an obstacle by the algorithm, and where there is indeed no
obstacle.

Evaluating each of the previous metrics requires ”ground truth”, that is, having assigned the
data and those to which they correspond to each scene of the scenario. For instance :

• for an obstacle detection algorithm from LiDAR data: 3D zones / points, with ”obstacle”
/ ”no obstacle” labels.

• for an obstacle detection algorithm from an image (from a camera): 2D / pixel area, with
”obstacle” / ”no obstacle” labels

These 4 metrics define the confusion matrix. From these different metrics, it is possible to
define the recall and the precision:
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• The recall is defined, for a binary detection (example: obstacle / no obstacle), as TP/(TP+FN).
Thus, the recall is defined by the number of objects of the target class detected according
to the number of objects actually present and detectable of this class during the scenario
unfolded. A high recall corresponds to a high detection of all objects of the target class
that exist in the scenes of the scenario. Conversely, a weak recall corresponds to a weak
detection of all objects of the target class in these scenes.

• The precision is defined for a binary detection (example: obstacle / no obstacle) as
TP/(TP+FP). Precision is the number of objects of the target class detected in relation
to the total number of objects returned by the detection algorithm. The principle is as
follows: when an algorithm performs a detection, we want the detected objects to corre-
spond to the targets actually present in the scene. Any superfluous or irrelevant detected
objects constitute noise. Precision opposes this detection noise. If it is high, it means that
few unwanted objects (different from the target class) are offered by the detection system.
Conversely, if it is low, many objects detected as a target class are in fact objects that do
not belong to this target class.

An ideal detector would have an accuracy and recall of 1:

• recall of 1 (100%): all target objects are detected

• precision of 1 (100%): all detected objects are indeed only target objects

It is generally trivial to create a recall detector = 1: it suffices to create a detector which
predicts all objects in the scene as a target class (example: a detector which indicates that all
objects in the scene are obstacles, everything the weather). Likewise, for a precision detector =
1. What is difficult to achieve, however, is good precision with a good recall. The quality of a
detector is therefore generally evaluated via a metric defining a balance between precision and
recall (see F-Score).

The precision / recall value depends on the detector threshold, that is to say the numerical
value α which makes it possible to define the separation of the intervals indicating the detection
of an object of the target class (( for example = [α,+∞[) or absence of the object of the target
class (for example =]−∞, α[).

Moreover, these 2 metrics are generally also interdependent: when one is increased, the
other risks being decreased after a certain monotonic change in threshold. These metrics are
originally defined for classification issues, but they are adaptable to detection issues (see IoU).

3.3.2.3 Score-F

A popular measure that combines precision and recall is their weighting, called F-measure
(or F-measure in English) or F-score. It is defined as follows:

Fβ =
(1 + β2).(precision.recall)

(β2.precision+ recall)
(14)

β > 0 allowing in this equation to adjust the importance of the recall (the greater the β,
the more it is favored). It is possible to be satisfied with the F1 score which is defined as the
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harmonic mean of the precision and the recall, when there is no preference between recall and
precision:

F1 =
2.(precision.recall)

(precision+ recall)
(15)

Just as recall and precision depend on the detector threshold, F1 depends on this threshold.
However, it is possible to assess what is the threshold to have the best compromise in terms of
precision / recall and therefore of F1.

3.3.2.4 The distance of Sørensen

This measure of similarity on sets proposed by Sørensen [Sørensen 57] has been adapted in
order to use the information that we construct from the quadruplet VP, VN, FP, FN. Sørensen’s
initial equation consists of taking the number of elements shared over 2 classes and normalizing
it by the sum of the elements of the 2 classes:

DSC =
2.
∣∣A ∩B

∣∣∣∣A∣∣+ ∣∣B∣∣ (16)

By taking the confusion table we can extract from it 2 sets of elements: the set of objects in
the obstacle class (VP + FN), and the set of objects detected by the algorithm as being obstacles
(VP + FP ). If we apply these 2 sets to the similarity operator then we get the following equation:

DSC =
2.TP

(TP + FP ) + (TP + FN)
(17)

If we plot theDSC = f(α), the maximum of DSC is obtained for the best threshold α. In other
words: α = argmax(DSC). We also want at the level of the DSC peak to have something with
the least steep slope possible (that our detector is the least sensitive to the selection threshold
chosen to work well). For example, it is possible to evaluate only the precision/recall and F1 for
this threshold α, in order to best compare the configurations of our algorithms (comparisons of
the relative to the best thresholds).

The quality of the curve obtained with this DSC operator can be quantified through two crite-
ria. Firstly, the maximum value of the curve which indicates the optimal value of the threshold
(or of the configuration of the algorithm), and secondly the support of the curve which must
be extended because it tells us about the sensitivity of the detection algorithm for the threshold
value. However, these criteria are mainly concerned with qualifying the overall performance
of the detection algorithms and not their quantitative precision. In addition, these criteria give
a general a posteriori view of the quality of an algorithm. They do not allow us to study in
more detail the causes of failure or degraded operation. They also do not identify problematic
configurations or situations.

3.3.2.5 Intersection over Union (IoU)

Perception and detection algorithms generally perform a dual operation: they detect the
presence of a certain type of target, and then they generate higher-level modeling including
the state vector and uncertainty modeling. This modeling can take several forms. The most
commonly used are variance / covariance and bounding boxes (2D or 3D). Thus, in order to
define the metrics of TP, FP, TN and FN precisely, it is appropriate to give the definition of
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these metrics in this case. Thus from the bounding boxes generated, we can evaluate the quality
of the detection from a ground truth with a homogeneous modeling (bounding box). Intersection
over Union is defined precisely as:

IoU =
T (G ∩D)

T (G ∪D)
(18)

with

• G: surface or volume of the target (or object) in the ground truth

• D: surface or volume of the detected target (or object)

• T: function providing the size of a surface or a volume

Thus, each target object of the ground truth returns an IoU. This IoU must then be thresholded
with a second threshold β, to consider a detection that is conserved or not (in addition to con-
sidering whether this is the correct class assigned), and we can come back to the definitions of
TP, FP, and FN. This metric can be used with as well oriented bounding boxes as not oriented
bounding boxes, or with any polyhedra. A precision-recall curve is obtained (itself defined by
changing the threshold α) for each of the chosen β thresholds. This threshold β will therefore
have to be fixed beforehand in order to define an acceptable localization relevance. The proce-
dure to be followed will then be as follows (case of detection with a binary target in the case of
an obstacle). For given thresholds α and β:

• for each of the detected obstacles, check if IoU > β (to apply to each surface/volume of
the ground truth)

– If true: detection is kept. If the object is part of the target class then TP, otherwise
FP (by the way we ”mark” the surfaces/volumes associated with the TP)

– If false: detection is not kept and nothing is done.

• Then we go through and count the possible unmarked ground truths: they define the FN.

3.3.2.6 Recognition indicator

In [143], a set of metrics and a single detection score per class has been proposed in order to
evaluate the performance of an RGB-based detection model in the Cityscapes 3D benchmark.
This single indicator is built from the merge of several metrics that individually assess recogni-
tion performance in terms of 2D and 3D detection and localization. The mean over all classes
is denoted as mean detection score (mDS) and is used for ranking the approaches within the
benchmark. These indicators are:

• 2D Average Precision (AP): This metric is the standard Average Precision (AP) for as-
sessing the 2D detection performance based on 2D bounding boxes. The 2D bounding
box of both, ground truth and predicted 3D box, is defined as the circumscribing rectan-
gle of all 8 vertices of the 3D box projected into the image. Matching is conducted in the
2D space and we require an IoU of 0.7 between ground truth and detection to accept the
detection as true positive.
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• Depth-Dependent Average Precision (DDAP): This metric is the standard AP for all
objects within the range [s, s+ δs]. To assign a depth value to an object, it is necessary to
take the ground truth depth for true positive and false negative detections and the predicted
depth for false positives.

• Depth-Dependent True Positive Metrics (DDTPM): This metric uses several depth-
dependent true positive metrics, i.e. BEV Center Distance, Yaw Similarity, Pitch-Roll
Similarity, and Size Similarity. The depth of the ground truth box is used to determine the
applicable interval [s, s + δs]. In contrast to the regular 2D AP score, a fixed confidence
threshold is used for the depth-dependent true positive metrics. The threshold cw is de-
fined as cw = argmaxc∈[0,1]p(c)r(c) with p(c) and r(c) denoting the precision and the
recall for score c

• Center Distance (BEVCD): Bird’s-Eye View Center Distance is defined as the normal-
ized integral of the depth-dependent distance up to the maximum depth of interest Xmax

• Yaw Similarity (YawSim): Following the same scheme than Center Distance metric,
Yaw Similarity is inspired by [12]

• Pitch-Roll Similarity (PRSim): Pitch-Roll Similarity is calculated analogously to Yaw
Similarity but both pitch and roll orientation are combined since pitch and roll of a vehicle
are not independent in realistic driving scenarios.

• Size Similarity (SizeSim): Size Similarity assesses the 3D dimensions of the true positive
detection.

the final Detection Score (mDS) is obtain by combining all quality measures presented above.
The detection score per class is given with mDS = AP.(BEV CD + Y awSim + PRSim +
SizeSim)/4 By this definition, the 2D Average Precision is enforce to be an upper bound for
the final detection score that can only be reached if all true positive bounding boxes are predicted
perfectly.

3.3.3 Semantic indicators

The use of semantic indicators in the field of autonomous vehicles is a promising approach to
enhance the understanding and decision-making capabilities of embedded artificial intelligence
(AI) systems particularly in terms of human-machine interaction. Initially, this type of indicator
was used mainly in the Natural Language Processing (NLP) field. These semantic indicators are
elements that enable AI to comprehend the meaning and context of the information it perceives,
which is essential for safe and effective interactions in complex and dynamic environments.

Here are a few areas where these indicators can be used in the field of autonomous vehicles:

• Object and Entity Recognition: Autonomous vehicles must be able to recognize and un-
derstand various objects and entities in their environment, such as pedestrians, other ve-
hicles, traffic signs, etc. Semantic indicators associated with object recognition (based
on classical quantitative metrics like FPR, precision, recall, MAP, IoU...) allow AI to
categorize and understand these elements more finely, which is crucial for making safe
navigation and driving decisions.
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• Natural Language Understanding: Interactions with passengers, pedestrians, and other
drivers may involve the use of natural language. Semantic indicators enable AI to under-
stand and interpret these interactions, whether it’s responding to voice commands, under-
standing the intentions of other road users, or communicating information to passengers.
For this field of application, we can apply the classic NLP metrics:

– Intent Recognition Accuracy: The percentage of correctly recognized intents or
commands from user input.

– Slot Filling Accuracy: For dialog systems, the accuracy of filling the slots with
correct entities or values in response to user queries.

– Word Error Rate (WER): The percentage of words incorrectly recognized in the
transcribed text compared to the reference text.

– Mean Reciprocal Rank (MRR): A measure of how well the system ranks the correct
response in a list of potential responses.

• Human Behavior Analysis: Understanding human behavior is essential for predicting
the future actions of pedestrians and other drivers. Semantic indicators associated with
human behavior analysis allow AI to detect subtle signals such as gestures, facial expres-
sions, and intentions, which is crucial for ensuring safe and predictive interactions. To
evaluate this kind of indicator, quantitative and qualitative metrics can be used, such as:

– Action Prediction Accuracy: The percentage of correctly predicted actions or be-
haviors of pedestrians or other drivers.

– Reaction Time Estimation: Estimating the time it takes for the AI system to react
appropriately to observed human behaviors.

– Trajectory Prediction Accuracy: For predicting the future trajectory of pedestrians
or other vehicles, metrics such as Root Mean Square Error (RMSE) or Average
Displacement Error (ADE) can be used.

– Sensitivity and Specificity: Sensitivity measures the proportion of actual positive
cases that are correctly identified, while specificity measures the proportion of actual
negative cases that are correctly identified.

• Contextualization of Environmental Information: Semantic indicators help contextualize
environmental information perceived by the vehicle’s sensors. For example, they can
enable AI to understand that the presence of a bicycle near a bike lane is different from its
presence on a highway, and adapt driving decisions accordingly. Here, we can use these
kind of metrics:

– Contextual Understanding Score: A qualitative or quantitative measure of how well
the AI system understands the context of the environment based on the perceived
information.

– Semantic Segmentation Accuracy: The accuracy of classifying each pixel in an im-
age into semantic categories, which can provide contextual information about the
environment.

– Scene Understanding Metrics: Metrics such as Scene Completion Accuracy or Scene
Classification Accuracy, evaluating the AI system’s ability to comprehend the over-
all scene and its elements.
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3.4 Metrics and evaluation operators for simulated data, models and systems

The objective is not only to assess the quality of the perception functions, methods, applica-
tion but also to quantify the level of representativeness of the data generated by the simulated
sensors and by the simulated environment. The goal of this part is to enumerate the different
concepts and metrics coming from the International Vocabulary of Metrology which be be used
in order to evaluate the simulation platforms and the quality of the sensor models and the gen-
erated data. The goal in the sensor simulation or physical system modelling to have a perfect
behavior, but to obtain a system modelling providing same data and behavior than the ones
coming from the real similar system with the same defaults, imperfections, noises, weaknesses
...

3.4.1 Some definition about metrics concepts

Fidelity (ISO / DIS 3534 standard): “closeness of similarity/correlation/fitting between the
results obtained by applying the experimental process several times under determined condi-
tions. The process is all the more faithful as the RANDOM part of the experimental errors
which affect the results is less”.

The Fidelity of the method will therefore be defined by two criteria: repeatability when the
experimental conditions are identical and reproducibility when the experimental conditions are
different. This aspect are really relevant in order to evaluated the data provided by simulation
platforms.

Repeatability (Standard ISO / DIS 3534): ”closeness of similarity/correlation/fitting be-
tween successive results obtained with the same method on an identical material subjected to
the test and in the same conditions ”, Under the same conditions, means that the determinations
were made with the same operator, the same equipment, in the same laboratory and in a very
short time interval. In simulation, this could mean that the experiments were carried out with
the same scenarios, the same parameters, the same configurations, on the same computer.

Reproducibility (Standard ISO / DIS 3534): ”closeness of similarity/correlation/fitting be-
tween the individual results obtained with the same method on an identical material subjected
to the test and in different conditions ”.

The metrological quality of a measuring instrument or of a measuring unit involving a sensor
is the set of data which characterize the quality of the measurement carried out by the device in
question. In simulation environment, we address the virtual sensor and the metrological quality
of the data provided by this sensor. The main characteristics of virtual measuring instruments
(or metrological properties of virtual measuring devices) are defined in the framework of the
International Vocabulary of Metrology and include:

• The error: The measurement error is the difference between the “conventionally true”
value or true value of a quantity and its measured value. Error characterizes accuracy.
The smaller the error, the more accurate the instrument. Accuracy is characterized by 2
magnitudes of different kinds: correctness and fidelity.

• The measuring range: The measuring range is the range of measured values for a mea-
surand, in which defined, agreed, or guaranteed error limits are not exceeded. It is delim-
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ited by a lower and an upper measuring range limit that define the measuring span.

• The resolution: In metrology, the resolution is also synonymous of uncertainty, that
is to say characterizes the reading error, for example due to the size of a needle or the
number of digits or even noise of measurement. For this metric, we have an ambiguity
between metrology community and data fusion and data processing community.

• The sensitivity: The probability that the detection will be done if an obstacle is really
existing, is measured with the obstacles only. It is given by TP/(TP + FN). A sensitivity
measurement is always accompanied by a specificity measurement. The sensitivity is
also called the recall. In statistics, the sensitivity of a test measures its ability to give a
positive result when a hypothesis is verified. It is opposed to specificity, which measures
the ability of a test to give a result negative when the hypothesis is not verified.

• The specificity: The specificity, or the probability of obtaining a negative detection in
non-obstacles, is given by TN / (TN + FP).

• The uncertainty and resolution: The uncertainty is an indicator used to describe a confi-
dence interval (qualitative value) in which the reference value (ground truth) of the mea-
surement device (sensor) has a probability (noted p) close to 1 of being there. Never-
theless, in metrology, measurement uncertainty addressed also the resolution and is also
synonymous of resolution, that is to say characterizes the reading error, for example due
to the size of a needle or the number of digits or even noise of measurement. For this met-
ric, we have an ambiguity between metrology domain and data fusion and data processing
Community.

• The correctness or accuracy: The correctness is expressed by the bias, which is the dif-
ference between the experimental mean of the series of measurements and the reference
value.

• The fidelity or precision: Fidelity is usually expressed as standard deviation of the se-
ries of measurements, a significant index of the width of the dispersion. Fidelity is the
capacity of a measuring instrument to give the same indication for the same measured
value. Fidelity usually defines the dispersion of results (standard deviation of the series
of measurements). If only one measurement is made, the precision represents the proba-
bility that it is representative of the average result. The latter would have been obtained
by carrying out an infinity of measures. From a probabilistic point of view, if the mea-
surement error is considered as a random variable characterized by its law of probability
density, the trueness is represented by the deviation of its mean from the “conventionally
true” value and the reliability is represented by its variance or standard deviation.

Sensitivity and specificity are two evaluation criteria which allow to produce a qualitative
evaluation in the form of a graphical function of the efficiency of an obstacle or marking detector
(also called the operating characteristic of the detector or the performance characteristic or
even the sensitivity /specificity curve). This function, more frequently called the ROC curve
(for Receiver Operating Characteristic) will make it possible to graphically study the variations
in the sensitivity and the specificity of a detector for a set of values with a threshold having
an influence on the quality of the result. This function is a measure of the performance of
a binary classifier (obstacle / non-obstacle detector, marking / non-marking detector), i.e. a

64



[L2.3] Final State Of The Art Deliverable - WP2

system which aims to categorize entities into two distinct groups on the basis of one or more
of their characteristics. Graphically, the ROC measurement is often represented in the form of
a curve which gives the rate of true positives (sensitivity: fraction of positives that are detected
(correctly)) as a function of the rate of false positives (fraction of negatives that are detected
( incorrectly)) for this same group. More and more, these curves are used to know if a model
is significant, to give an idea of the performance of a system and to estimate its reliability, to
compare several models or several configurations in order to determine the best performing
model or configuration according to a set of objectives. They are also often used in statistics
to show the progress made with a binary classifier when the discrimination threshold varies.
If the model calculates a score s which is compared to the threshold S to predict the class
(i.e. (s < S) gives positive evaluation and (s >= S) gives negative evaluation), and we then
compare the result with the real classes (”Positive” and ”Negative”), the sensitivity is given by
the fraction of the ”Positives” classified as positive, and the anti-specificity (1 minus specificity)
by the fraction of ”Negatives” classified as positive. We put the anti-specificity on the abscissa
and the sensitivity on the ordinate to form the ROC diagram. Each value of S will provide a
point on the ROC curve, which will go from (0, 0) to (1, 1) and which will take the following
meaning:

• At (0, 0) the detector always declares ”negative”: there is no false positive, but also no
true positive.

• At (1, 1) the detector always declares ”positive”: there is no true negative, but also no
false negative.

• At (0, 1) the detector has no false positives or false negatives. This means that the algo-
rithm is perfectly correct and that it is never wrong.

• At (1, 0) the detector has no true negative or true positive. This means that the algorithm
is completely inaccurate and that it is always wrong. In this case, by inverting the outputs
of the algorithm, it is possible to obtain a perfectly accurate detection algorithm.

A detector giving random results will draw a line going from (0, 0) to (1, 1). By measuring
the area under the ROC curve, we can then determine the quality of our algorithm. The larger
this area, the more the curve deviates from the line of the detector producing random results and
the closer we get to the “ideal” detector (which goes from (0, 0) to (0, 1) to (1, 1 )). This curve is
also used to estimate the optimal threshold value that can be used in a detection algorithm based
on a set of parameters. This is to identify the configuration that maximizes the performance of
an algorithm. The optimum threshold (or configuration) will be the one which corresponds to
the point closest to the point (0,1).

The ROC curve is also interesting for the following reasons:

• Its construction is independent of the misallocation cost matrices.

• It also works in the case of very unbalanced distributions without suffering from the
negative effects of the confusion matrix (need to make an allocation).

• It offers (as we have just seen) a graphical tool which makes it possible to evaluate the
performance of a detection or classification system.
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A device or a measurement system (a sensor) is qualified according to the values it gives
when it is applied to a standard/reference/ground truth (value assumed to be true) under condi-
tions of repeatability or reproducibility. From the figure 41 the different notion of fidelity and
correctness are presented.

• 1: The system is neither correct (correctness) nor faithful (fidelity) in the event of signifi-
cant systematic and random errors.

• 2: The system is faithful (fidelity) but not correct (correctness) in the case of low random
error (uncertainty) and large systematic error.

• 3: The system is correct (correctness) but not faithful (fidelity) in the case of negligible
systematic error in front of a large random error (great uncertainty).

• 4: The system is correct (correctness) and faithful (exact) in the event of negligible sys-
tematic error and low random error (uncertainty).

Figure 41: Correctness, fidelity, and exactness

The exactness is the combination of the fidelity and the correctness. In ISO/TS 22176:2020
(https://www.iso.org/obp/ui/#iso:std:iso:ts:22176:ed-1:v1:fr) about
the analytic methods and the development of global approach for the validation of the analytic
quantitative methods, an overview is given about the definitions and link between a part of the
concepts mentioned above. To achieve a high level of exactness, it is necessary to carry out a
specific validation process to demonstrate the validity of the analytical method, as well as the
accuracy of the measurement obtained by the system in question (virtual sensor in our case).
As part of this approach, it is necessary to determine a tolerance interval within which falls a
given proportion (β) of future values produced (on average) by the sensor model (sensor mea-
surement). If this tolerance interval is located within an acceptance limit defined a priori, taking
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into account several parameters related to the data produced by the sensor model, to the param-
eters of the environment used, to the type of analysis, and under the specific conditions of the
experiments and measurements, in this case, the modeling of the sensor or the system will be
considered valid. If it does not comply with this acceptance limit, the modeling of the sensor or
the system will be deemed invalid.

Figure 42: Representation and relationship between the concepts of Correctness, fidelity, and exactness

Figure 43: Representation of the validation process

If we apply this evaluation stage to a collaborative inter-sensor study based on the NF ISO
5725-2: 1994 standard; at the end of the tests carried out under repeatability conditions in each
sensor or system models, with the same measurement method on the same object or on similar
objects (corresponding to a given level), the processing of the measured values is carried out
according to three steps.

• 1. Calculation of the mean and the experimental standard deviation (si) for each sensor
model i in the same context.

• 2. Analysis of the si and yi values by a centralized method and rejection of sensor models
with outliers according to suitable statistical tests: for example the Cochran test (standard
deviation analysis) and the Grubbs test (analysis of means).
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• 3. Calculation of the repeatability standard deviation sr and the reproducibility standard
deviation sR of the series of measured values corresponding to the selected sensor models.

These three steps are shown in Figure 44.

Figure 44: Process for sensor model validation

3.4.2 Accuracy in metrology equals uncertainty in perception/fusion

In metrology, uncertainty characterizes the resolution of the measurement and in Percep-
tion/data and information fusion/data processing, the degree of conformity with reality, or even
confidence.
Considering that the reality of the ”Perception” corresponds to the true value of metrology
(which seems an acceptable hypothesis), the degree of conformity of a data to reality corre-
sponds to the difference between the measured value and the true value. The uncertainty of the
perception therefore corresponds to the accuracy of the metrology.

3.4.3 Uncertainty in metrology equals inaccuracy in perception/fusion

In fusion and perception systems (AI-based systems), the inaccuracy translates measurement
errors (on a continuous discernment framework, this is the measurement noise, or on a discrete
framework), which is entirely compatible with the term uncertainty in metrology.

3.5 Verification and validation of simulated models

In the previous section, we addressed the different metrics allowing to assess the quality, the
performance, and the fidelity of a simulation model. In our case, it is mainly focused on sensor
models, vehicle models, road users models, and environment models. This section is more ded-
icated to the definition of the process allowing to have a verification stage of the models, then
to validate theses models, and finally to provide a level of representativeness and an accredition
on a specific model in an accurately define domain of operating.
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Definitions: Verification is the process of determining that a model implementation and its
associated data accurately represent the developer’s conceptual description and specifications.
Validation is the process of determining the degree to which a simulation model and its associ-
ated data are an accurate representation of the real world from the perspective of the intended
uses of the model

The development of a simulation model that has undergone a formal verification, validation,
and accreditation (VV&A) process is not only desirable, but essential.

Consider the following definitions for the phases of the simulation model VV&A process
[144] (see figure 45):

• Verification: ”The process of determining that a model implementation and its associ-
ated data accurately represent the developer’s conceptual description and specifications.”.
Verification process consists in determining if a simulation system or model performs a
physical system as intended. This stage quantify if the simulated system or model is built
sufficiently well to fit properly with the physical model.

• Validation: ”The process of determining the degree to which a simulation model and its
associated data are an accurate representation of the real world from the perspective of
the intended uses of the model.”

• Accreditation: ”The official certification that a model, simulation, or federation of mod-
els and simulations and its associated data are acceptable for use for a specific purpose.”

• Simulation Conceptual Model: ”The developer’s description of what the model or simu-
lation will represent, the assumptions limiting those representations, and other capabilities
needed to satisfy the user’s requirements.”

A simulated model is credible when its results are accepted by the user and can be used as an
help in the decision process with a high level of accuracy. Animation is an effective way for an
analyst to establish credibility of a model.

3.5.1 Verification

Verification answers the question ”Have we built the model right?” whereas validation an-
swers the question ”Have we built the right model?” [145]. In other words, the verification
phase of VV&A focuses on comparing the elements of a simulation model of the system with
the description of what the requirements and capabilities of the model were to be.

Verification is an iterative process aimed at determining whether the product of each step in
the development of the simulation model fulfills all the requirements levied on it by the previous
step and is internally complete, consistent, and correct enough to support the next phase [146].
The overall process of comparing the model and its behavior to the real system. In this stage,
calibration is needed. The calibration consists to apply an iterative process of comparing the
model to the real system and making adjustments.

Comparison of the model to real system is shared in several sub stages:

• Subjective tests: People who are knowledgeable about the system

• Objective tests: Requires data on the real system’s behavior and the output of the model
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Figure 45: Simulation Model Development and the VV&A Process

3.5.2 Validation strategies, techniques and attributes

The validation phase of VV&A focuses on the agreement between the observed behavior of
elements of a system with the corresponding elements of a simulation model of the system and
on determining whether the differences are acceptable given the intended use of the model. If
a satisfactory agreement is not obtained, the model is adjusted to bring it in closer agreement
with the observed behavior of the actual system (or errors in observation/experimentation or
reference models/analyses are identified and rectified).

Validation techniques (see figure 46) can be applied across a wide range of simulation sys-
tems and models. A set of attributes can be identified and should be considered when assessing
the utility of any validation technique ([18]):

• Applicable to scalar data: the suitability of a validation technique to be applied for
comparing scalars. A scalar is a single numerical quantity observed/calculated in one or
multiple repeated experiments/computations.

• Applicable to vector data: the suitability of a validation technique to be applied for
comparing vectors. A vector is a finite collection of scalars.

• Applicable to scalar time series: the suitability of a validation technique to be applied
for comparing scalar time series, comprising a sequence of scalars recorded at successive
time points. Unlike scalar and vector data, time series data often have serial dependence,
in which there is statistical dependence between a value observed at time point ti and the
value observed at another time point tj .

• Applicable to vector time series: the suitability of a validation technique to be applied
for comparing vector time series which are a sequence of vectors recorded at successive
time points. Vector time series can be considered as a collection of multiple scalar time
series; consequently, they too often have serial dependence.

• Consider multivariate correlation: the ability of a validation technique to use the corre-
lation information of multivariate data. Although a validation technique suitable only for
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univariate data could be applied to each response of the multivariate data, the validation
results for each response might be in conflict.

• Include objective criteria: the status of a validation technique to have objective criteria
to accept/reject a model. An objective criterion is developed based on mathematical or
statistical reasoning.

• Quantify model confidence: the ability of a validation technique to provide a quantitative
assessment of the validity of the model in terms of model confidence. For example, in
hypothesis testing, the null hypothesis is set up to support the fact that the computer model
is accurate. Model confidence is the probability of this null hypothesis being true.

• Incorporate SME opinions: the ability of a validation technique to utilize information
provided by Subject Matter Experts (SME) in the process of validating a computer model.

• Normality assumption independence: the independence of a validation technique on
the use of normality assumption for the distribution of either test data or CAE (Claim-
Argument-Evidence) data. More generally, it is desirable that a validation technique does
not require any particular distribution model.

• Insensitivity to type-I error: the insensitivity of validation results to the type-I error
level specified for classical hypothesis testing validation techniques. Type-I error level,
or the rate of type-I error, is the probability of rejecting the null hypothesis when it is
true. It is known that specifying the type-I error at different values can lead to different
validation results (i.e. from accept to reject the model).

• Low computation cost: the time needed to execute the validation technique.

• Sample size independence: the insensitivity of the validation results to the selection of
sample size. Sample size is the number of observations in a sample which is a subset of
the population. Validation results should be similar if data of different sample sizes are
used.

Figure 46: Validation techniques for simulated systems and models ([18])
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In [66], a taxonomy of virtual validation strategies for automated mobility means. The figure
47 presents this taxonomy.

Figure 47: Taxonomy of virtual validation strategies ([?])

In [147], the authors proposed an ontology-based test generation for automated and au-
tonomous driving functions with a general framework for testing, verification, and validation
for automated and autonomous driving functions (see 48).

Figure 48: A general framework with 3 main pillars for testing, verification, and validation for automated driving
functions ([19])
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3.5.3 Confidence Interval Testing

Confidence interval testing: evaluate whether the simulation and the real system performance
measures are close enough. If Y is the simulation output and µ = E(Y ), the confidence interval
(CI) for µ is:
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] (19)

with n the fixed sample size. α is the level of significance and corresponds to the Type I error
which represent error of rejecting a valid model. This type of error is controlled by specifying
a small level of significance α.

Figure 49: Stages of validation process for simulated models

Figure 50: Common Simulation Model Validation Methods

In [148], the authors proposed a model validation and scenario selection for virtual-based
homologation of automated vehicles.
In [149], Validation of the simulation models.
In [150], Integration, Verification, Validation, Test, and Evaluation (IVVT&E) Framework for
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System of Systems (SoS)
In [151], A Framework for Automated Driving System Testable Cases and Scenarios (chapter
5: Preliminary tests and evaluation methods and APPENDIX B. Modeling and simulation for
scenario testing)

Figure 51: Indicators hierarchy for validation process of simulated systems and models

3.5.4 Literature review of validation methods for AI systems

Society today is dependent on AI systems to some extent, such as intelligent service systems,
manufacturing robots, and autonomous driving vehicles, etc. The awareness of the complexity
related to the validation of AI systems began with the arrival of the first systems that initiated
the AI methods, such as Advanced Driver Assistance Systems (ADAS) of Autonomous Driving
vehicles [152]. The rapid development of AI provide more chances to the users, which is
manifested in that they do not need to have a good command of(even no) knowledge in these
fields to use the existed tools and library of AI methods. Coupled with the difficulty of testing
AI systems with traditional methods, the credibility of system has become an urgent issue. The
difficulties are main from the characteristics of AI itself [153] and can be generalized as follows:
1) unpredictability and unexplainability of individual outputs [154], 2) difficulty of maintaining
consistency and weakness against slight changes in inputs [155], 3) unanticipated, emergent
behavior, and unintended consequences of algorithms [156], 4) complex decision making of
algorithms [157], etc. From the result of the systematic literature review (SLR) of AI systems
validation [20], there are several approaches to validate AI systems, including simulation-based,
trials, model-centered and expert opinion methods (as in figure 52). Besides, software-based
methods, formal methods (e.g., formal proofs, model checking, and probabilistic verification),
and some specific methods are also applied to the validation of AI systems.
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Figure 52: The taxonomy of the validation methods [20]

3.5.4.1 Fault injection validation

Software-based fault injection methods are designed to emulate at the software level the
faults that would have occurred either in the hardware components or during the software ex-
ecution [158]. By modifying the constants, operators, variables, and/or software source code,
the logic and arithmetic expressions in the program will be revised. The process of validation
can be fully automated and target both application and operating system. [159] developed the
Autonomous Vehicle Fault Injector (AVFI), where the faults are injected into AI neural network
by inputting damaged sensor data into the neural network, and the vehicle behavior is simulated
in CARLA [160] during the experiment.

3.5.4.2 Functionality-based Validation

Functionality-based method is a type of software testing that validates the software sys-
tem against the functional requirements/specifications. In the autonomous vehicle case, this
validation method decomposes the scenarios into various operational components that can be
tested individually, in which the intelligence of a system has been categorized into three parts
[161, 162] : 1) recognition, 2) decision, and 3) action functionalities. The basic principle of
this kind of method is that autonomous vehicles should be able to retrieve various functionali-
ties for a given task analogous to human beings. For example, vision-based recognition func-
tions can be further decomposed into some specific intelligent functions [21], including road
surface recognition, lane line recognition, vehicle recognition, traffic sign recognition, traffic
light recognition, pedestrian recognition, obstacle recognition (as shown in figure 53). These
recognition information will be the inputs of decision functionality. Finally, the combination of
several outputs of decision functionality will lead to corresponding action functionality.
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Figure 53: An illustration on a category of vehicle vision based recognition functions: including road boundary
detection, lane detection, traffic sign detection,vehicle detection, and etc. [21]

3.5.4.3 Simulation validation

Simulation as a validation method is heavily favored in cyber-physical systems [20], since
the simulators are closed, indoor cubicles that act as substitutes for physical systems [163].
They can replicate the behavior of any system by using hardware and a software model, and
validate the systems in an artificial environment virtual or real) simulating the actual deployment
environment.

• Fully virtual simulation validation: In the fully virtual simulation validation, the input
from the real world will be replaced and provided by the virtual simulator, which contains
the simulation of the final environment and the possible physical components [164, 165,
166]. As a result that the actual danger has been avoided in the real scenarios [147], this
validation method is able to make the validating process much safer, and it is also efficient
in some highly complex system cases [167]. Although simulation attempts to replicate
the real world as closely as possible, the inherent limitations always create some deviation
between the two, which may cause serious consequences.

• X-in-the-loop simulation validation: X-in-the-loop (XIL) stands for the seamless in-
tegration of all relevant component and systems (software, hardware, and model) in the
development, integration and tests loop [168]. In terms of automated vehicles, not only
the demand for simulation is yet higher but also the complexity of XIL approaches due
to static and dynamic environmental influences, such as driving environment and traf-
fic scenarios. XIL simulation validation focuses on the modeling of the sensor models,
the vehicle with its actuators, the definition of driving scenarios, as well as autonomous
driving functions, which provides a novel approach and test architecture to validate the
perception systems, planning and control logic of autonomous vehicles using simulation
and virtual techniques [169]. Mode-in-the-loop(MIL) simulation is simulated in closed-
loop with model of vehicle dynamics, sensors, actuators, and the traffic environment. The
new simulation concept PRESCAN [170] allows a reliable MIL simulation of ADASs,
which use validated physical sensor models for radar, lidar, and camera vision in a virtual
environment.
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Figure 54: Possible configurations for HIL simulations

Hardware-in-the-loop (HIL) fixes the deviation problem a little by consisting of simulated
and physical components (camera, some agents) for certain aspects of simulation (as
shown in figure 54). The usage of real hardware provides a high level of reliability.
At the same time, HIL offers the flexibility of a simulation since every component can
be replaced by real, simulated, or emulated components. As the result in that any vehicle
components can be simulated in HIL simulation, the validation of the physical component
is able to start in an early development phase, even without the complete prototype. For
these reasons, HIL simulations are more efficient and cheaper than test drives and are
extensively used for the development of vehicle control systems, such as ABS [171],
engine control systems [172]. Comparing to the fully virtual simulation, hybrid-faults
originating from the combination of hardware and software can be monitored more easily
[173]. However, physical components are not required in simple model-centred systems,
HIL simulation validation is impractical in this situation.

For some definite tasks, System-in-the-loop (SIL) simulation validation has a more pre-
cise picture of how the system would behave in the validation scenarios, which is de-
pendent on the whole system being under validation. The full system is placed into an
artificial environment (virtual or physical), which replicates some features instead of the
whole real environment [174, 175].

In some application [176, 177] of the Vehicle-in-the-Loop (VIL) simulation validation,
the complex system of tested vehicles is embedded into an artificially controlled, synthetic
and virtual testing environment. Therefore, the real hardware and software framework of
the investigated vehicular system is tested combinedly, which gain the advantages of both
methods (as shown in figure 55 ). VIL simulation validation is also able to consider
interaction with human, and provide a safer test to the driver at the same time. AV’s envi-
ronment is simulated by a comprehensive software framework, covering the most relevant
decision factors and sensor types, such as traffic simulation, graphical representation, or
point cloud generation [178]. The vehicles and simulation modules can be connected in
real-time, even the real vehicle can be used instead of simulated vehicles in this such safe
environment, where the driver is shown simulated feeds of the external environment to
capture his interaction with the car, and the car travels across a ground devoid of obsta-
cles, simulating inertial effects and simultaneously responding to the external feed. The
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systems will be tested directly in the vehicle instead of driving into real traffic, which
provides special advantages arise with safety assistance systems handling emergency sit-
uations [22].

Figure 55: Vehicle in the Loop – combination of the real hardware and software framework [22]

3.5.4.4 Trial validation

Nothing is closer to the real world than the real world itself. Experiments in the real envi-
ronment is also a method to validate the AI systems [174, 179]. The AV systems in this method
will be driven onto a road with actual traffic [180, 181]. Sensor data is recorded and recorded to
capture behavior in critical situations. Analyze them to adapt and fine-tune the system accord-
ing to daily scenarios. Although the system is used in an actual use case, the validation settings
can be arranged in a way that ensures that all the key scenarios are covered. However, sheer
amount of test data is generated followed by it. In addition, the mock environment [182] could
be replicated or duplicated from the real one, by which the system does not have to be brought
into potentially dangerous environments in the trial.

3.5.5 Validation of sensor models in Pro-SiVICTM

3.5.5.1 Camera model validation ([183])

In order to validate the optical sensor modeling developed in the pro-SiVICTM platform,
a set of tests has been made using a real laboratory for characterization of optical sensors.
This real platform is described in [184]. The validation stage is mainly focused on focal length,
distortion [185], vignetting [186] and sensor linearity [187]. Thus, two types of test targets have
been used: Dot charts and Retro-lighting chart. Figure 56 shows the pictures of the test targets
given by three real and simulated optical systems. In the order, downward, are illustrated the
pictures obtained from SPC1030NC webcam, CM040MCL sensor and GE040CB sensor. For
each of these three sensors, real system output is located to the left and simulated system output
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is located to the right. These cameras have been modeled in Pro-SiVIC using real calibration
information, and the simulated images of these charts have been recorded. Then, for each
system, the correspondence between the real and simulated system has been analyzed. In the
following figures (57), the results obtained are presented according to the position on the half-
diagonal (center - corner) of the test target, named thus radial field position. The blue curves
present the real system while the red dashed curve refers to the simulated system resulting from
the Pro-SiVIC software. The relative error is represented by the green curve.

Figure 56: Pictures of the dot and retro-lighting charts for the real system (on the left) and simulated system (on
the right).
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Figure 57: Measured distortion with (a) Philips SPC1030NC webcam; (b) JAI CM040MCL Camera; (c) JAI
GE040CB Camera

3.5.5.2 LiDAR model validation

The simulation of a LIDAR sensor is complex due to the physics involved. A LIDAR sensor
usually performs the detection of targets, and measures some characteristics of those targets,
such as the distance, speed, angular position. The LIDAR system uses lasers pulses with a
selected wavelength from ultraviolet to infrared range. The emitter composed by a LASER
sends the light pulses and triggers a timer. As shown in Fig 58, the objects which are in the
LIDAR Field Of View (FOV) reflecting LASER light to the detector which is composed by an
electro-optical system that transforms the light signal into an electrical signal. The electrical
signal is then processed by an electronic chain to obtain the targets information (distance, speed
and reflectivity). The detected object then appears as a point cloud in the LIDAR display.
Then, the LIDAR images quality depends mainly on its resolution. Indeed, the image resolution
can vary from one LIDAR to another depending on its horizontal and vertical aperture angles,
the number of LIDAR layers and the number of LASER impacts per degree. In addition, the
frequency at which images can be developed is affected by the speed at which it can be scanned
into the system and create a high-resolution picture. Finally, the modeling of the LASER beams
with a point model is not enough. The LIDAR image quality depends mainly on LASER beam
propagation, energetic modeling of the received signals, geometry of the illuminated objects
with LASER as well as their powers of reflection, diffraction, absorption, different weather
condition (fog, rain, snow, sun intensity, . . . ).
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Figure 58: Automotive LIDAR illustration and 2D viewer. (source: ESI group)

3.5.6 Validation of PROSIVIC lidar model

PROSIVIC lidar model is used in multiple R&D and industrial projects. These different
project helps to improve the fidelity of the sensors and estimate the gap with real LiDAR. The
current version of the PROSIVIC lidar allows to simulate 2D and 3D LiDAR taking into account
the scanning mechanism (Mechanical scanning, Solid state). In order to test the reliability of
lidar simulation model, we virtually reproduced experiments published in literature, and we
compare the numerical result with the published experimental data. Among these experiment
we quote the works done in [188]. This experiment shows the detection of a car target by 2D
LIDAR one long-range and the second is a short-range LIDAR both from SICK [?]. The two
LIDARs are mounted in the bumper of a vehicle to perform several test sequences to compare
the capabilities of each sensor. Several detection tests are described in the reference [188], and
here we represent one of these tests. The chosen test consists in measurement of the detection
points returned by a gray car target towards the detector as a function of the distance between
the LIDAR and the target. The experimental and numerical results are shown in Figure 59 for
the short-range LIDAR and Figure 60 for the long-range LIDAR.

Figure 59: Detected point as a function of the distance between lidar and car target with short range SICK lidar
LMS 291
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Figure 60: Detected point as a function of the distance between LIDAR and car target with short range SICK
LIDAR LRS 1000

As advanced as the LIDAR may be, no current single sensor system guarantees a perfect
accuracy of the measurement. The performance of LIDARs decreases in adverse weather con-
ditions like rain, fog [189], snow and dust [190] or when the sensor gets blocked by e.g. dirt.
The scenario illustrated in figure 61 represents the car to car Automated Emergency Breaking
NCAP test in clear weather, medium and strong fog density.

Figure 61: Simulation of the LIDAR sensor in Pro-SiVIC and representation of the laser points cloud in ROS. a)
clear weather; b) low fog density; c) strong fog density (Source: ESI group)
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The lidar data are represented by a 3D points cloud in ROS where LASER impacts with
objects are represented with a gradient color as a function of distance and reflectivity. Regarding
to the pink dots, these represents the LASER non-impacts whose are projected at the maximum
range of lidar and it is equal to 120 m in this simulation. We can see that the lidar images
(raw data) deteriorate as the fog density increases. This degradation in lidar images is related to
attenuation of laser energy by fog particles. Indeed, the moist air acts as a screen for the infrared
radiation where fog particles reduce laser intensity by absorption and diffusion phenomena.
These simulations shows that harsh weather condition may cause lidar system outage due to
the attenuation signal attenuation. The ProSiVIC helps to simulate all NCAP test in extreme
situation and different weather conditions with an independent sensor manufacturer software
[191, 192]. In addition, ProSiVIC can be applied for detecting different object (cars,pedestrians,
animal, road signs,...), road marking. The method used to test lidar performance under harsh
weather condition and perturbation can be used as a method to compare different sensors issued
from different manufacturers. Assigning a score to the different sensors based on the number
of detections will this allow to classify sensors according to their performances.

3.5.6.1 RADAR model validation

Early generations of driver assistance systems typically used a single environment perception
sensor for each driver assistance function. Today’s higher levels of automation often deploy
sensor fusion concepts or semantic grids to detect also stationary objects [193]. The role of
radar for driving automation has become increasingly important; with further developments
towards higher resolution [194] and fully polarimetric devices [195], radar is considered a key
sensor for autonomous driving [196]. Among the primary reasons for the success of radar
are that it is more robust against adverse weather conditions compared to lidar or camera, and
that it is able to measure the target’s velocity via the Doppler-effect in addition to its range
[197]. The virtual validation of automated driving functions requires meaningful simulation
models of environment perception sensors such as radar, lidar, and cameras. There does not yet
exist an unrivaled standard for perception sensor models, and radar especially lacks modeling
approaches that consistently produce realistic results.

Holder & al had presented in [198] a measurements that exemplify challenges in the devel-
opment of meaningful radar sensor models. They highlight three major challenges: multi-path
propagation, separability, and sensitivity of radar cross section to the aspect angle. They also
address challenges and suggest further research directions towards meaningful automotive radar
simulation models

As mentioned earlier, various types of sensors are proposed within the ESI PROSIVIC plat-
form with different levels of modeling. The simulation of electromagnetic sensors was previ-
ously achieved through dedicated rendering process tuned to detect RADAR targets or using
ray tracing techniques combined with the modelling of the RADAR antenna (see figure 62 and
63. The strategy proposed is relying on a preliminary 3D characterization of the RADAR de-
vices obtained using the ESI CEM One solutions [199]. RADAR sensors and/or devices are
embedded in a simulation chain featuring three different stages,

1. the modeling of the emitting/receiving antenna itself,

2. the targets to be identified in the near-by environment and finally

3. the so-called propagation channel allowing both to interact.
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The propagation of electromagnetic waves is usually handled through ray tracing or other SBR
techniques (Shooting and Bouncing Rays). Same comment applies to the targets handling while
dedicated developments will be presented in forthcoming papers (RCS, far field hot spots, etc.).

Figure 62: Electromagnetic design of a plastic bumper (Courtesy MAZDA Motor Corporation)

Figure 63: Near radiated fields with 24 GHz Blind Spot Detection (Courtesy MAZDA Motor Corporation)

The Radar in PROSIVIC represents the sensor system itself, including the antennas, the sig-
nal generation and the signal processing. The radar model is interacts with propagation channel,
but has additional properties regarding the definition of waveform used.It consider multiples ra-
diating device characterized with a preliminary 3D computation as illustrated in figure 62. User
can choose to use an ideal (isotropic) radiating source, or real radiating source according to the
direction being considered using the antenna directivity. This model allows reaching quite eas-
ily a much more realistic modeling of the sensor performance. The electromagnetic radiation
can be assumed in free space or with the RADAR sensor located behind the plastic bumper and
interacting with near-by metallic parts or metallized paint coatings

3.5.7 Validation of perception systems in Pro-SiVICTM

Some tests have been done with Pro-SIVIC in order to test the validity and the rate of de-
tection of a great set of primitives (road markings, pedestrian, building ...). In the figure 64 the
Univ-Eiffel buiding in Satory has been modelled. The same point of view and camera parame-
ters have been applied. The goal was to assess the quality of the simulated camera comparatively
to a real one for the egdes extraction.
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Figure 64: Validation of primitives detection with Pro-SiVIC (left: real image, middel: Pro-SiVIC image, rigth:
differences) (source: Univ. Eiffel)

Another environment have been developed with a digital twin of the Satory test track, an
OpenDrive modeling of the main track, and real emergency braking application (obstacle de-
tection and tracking with LiDAR point cloud, decision stage, control of braking actuator). This
scenario was a twin of the real same experiment with the modeling of the existing Univ-Eiffel’s
dummies.

Figure 65: Quasper and ABV projects: platform for emergency braking system prototyping, test, and evaluation
(source: Univ. Eiffel)

3.6 Formal proofs

In the validation of AI embedded in autonomous vehicles (AVs) through simulation, for-
mal proofs hold a significant position. They provide a rigorous method to ensure the safety
and reliability of AI systems, offering mathematical assurance of their behavior across various
scenarios.

Regarding the types of formal proofs utilized, several approaches are commonly employed:

• Model Checking: This method involves exhaustively examining all possible states of a
system model to verify whether certain desired properties are satisfied. It is often used to
detect errors in specifications or AI models.
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• Program Verification: This approach aims to mathematically prove the correctness of a
computer program by demonstrating that it satisfies certain specified properties. This may
include proofs of absence of critical defects such as buffer overflows or infinite loops.

• Temporal Logic: Temporal logic formalisms are used to specify and verify properties re-
lated to the temporal behavior of systems. For example, Linear Temporal Logic (LTL) and
Computation Tree Logic (CTL) are often used to express safety and liveness properties.

• Automated Theorem Proving: These methods employ algorithms to automatically search
for formal proofs. They can be used to prove properties of complex systems, including
AI systems, using techniques such as constraint solving or proof by induction.

3.7 Ground truth

In order to evaluate and validate function, methods, algorithms in simulation environment,
it is necessary to generate in same time a set of reference data use as accurate ground truth.
Only these accurate reference allows to assess the level of quality of the components, systems,
or system of systems. Among the necessary data, we can quote:

• accurate obstacles and VRU annotations

• 2D & 3D bounding boxes with attributes and classification for object that an autonomous
system might encounter

• Pixel semantic and instance segmentation data-sets

• Depth data-sets

• Comprehensive scene and object attributes (environment segmentation)

In order to provide and to compute accurate environment segmentation and semantic ref-
erence, it is essential to segment the road environment in specific area with specific meanings.
Some recent works proposed by the MIT (https://agelab.mit.edu/driveseg) gives efficient results.
In order to be usable, a data-set need to involve such a data. About this segmentation aspect,
several types of data annotation exist and include:

• 2D bounding boxes

• Lane marking

• Semantic segmentation

• Video tracking annotation

• Annotation of points

• 3D object recognition

• 3D Segmentation Sensor Fusion: Sensor Fusion Cuboids/Sensor Fusion Segmentation/Sensor
Fusion Cuboid Tracking

The types of pixel segmentation are the following (see figure 66):
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• Instance Segmentation: Each instance of an object(thing, eg: person) is labeled sepa-
rately and segments without any instance(stuff) are ignored.

• Semantic Segmentation: Here all the regions of the image(thing+stuff) are considered
and objects of the same type are considered as a single label.

• Panoptic Segmentation: It is a combination of Semantic Segmentation and Instance
Segmentation such that all pixels are assigned a class label and all object instances are
uniquely segmented. Here, each pixel is assigned a class label(example: person) and
if a segment belongs to the thing category, each instance of it is labeled individually.
Example annotation, syntax for each annotation: [< class label >, < instance id >], for
thing: [“person”, “1”], for stuff: [“building”, “None”]

Figure 66: Types of image segmentation in an evaluation and validation process

Several types of image segmentation datasets (2D, 2.5D, 3D) are available like:

• 2D Datasets: PASCAL Visual Object Classes (VOC), Common Objects in Context (MS
COCO), Cityscapes

• 2.5D RGB-D Datasets : NYU-D V2, SUN RGB-D, ScanNet

• 3D Datasets: Stanford 2D-3D, ShapeNet Core, Sydney Urban Objects Dataset

Moreover, traditional Image Segmentation approaches involved:

• Region-based Algorithms: Thresholding, region growing

• Edge detection algorithms: Sobel operator, Laplacian operator

• Clustering algorithms: K-means

• Other approaches: active contours, conditional random fields, Markov random fields

If we look at the figure 67, it is easy to remark segmentation issues due to either large scale
object with reflective material, or small size object difficult to share as several people. In this
context, it is easy to understand the main advantage of the simulation platform. Effectively, in
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these simulation platform, intern mechanism and the perfect acknowledge of the environment
allow to generate accurate ground-truth and environment segmentation.

Figure 67: Segmentation issues due to the objects size

In Pro-SiVIC, ground truth are generated by several mechanisms ([200]). The first one use
”observer” sensor concept which allows to generate in real time the stage vector of the differ-
ent objects in the scene (vehicle, pedestrian, static object, road configuration). For instance,
the vehicle observer provide a state vector with 40 dynamic parameters of the dynamic vehi-
cle model during the simulation. For the pedestrian, only 16 fields are necessary in the state
vector. The second mechanism is based on visibility layers. This mechanism offers a powerful
tool to generate “ground truths” for optical processing with an instance segmentation method.
Indeed, for the validation of the obstacle detection and road marking detection algorithms, it is
possible, simultaneously with image generation, to obtain labeling images (of the obstacles and
markings).
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Figure 68: Pro-SiVIC with ground truth generation: obstacle annotation and depth map (source: Univ. Eiffel)

Figure 69: Pro-SiVIC with ground truth generation: road marking annotation ([23])

4 Modelling and simulation tools

A simulation, in the context of the validation of autonomous driving function or systems, is
an implementation and execution of one, or a set of scenarios. It can be done by one or several
tools working together depending on the complexity of the scenario and the expected outcome.
Those simulation tools are composed of generic elements, each tool having some, or all of them
based on their specialty.

4.1 Generic interfaces and data propagation

The simulation tools cannot generally manage all the aspect of a simulation, and for complex,
detailed scenario, the interconnection between several tools is essential. The simulation block
used together should have the same interface definition to share data efficiently. The simulation
system can be composed of software pieces but also some hardware component. In the case
hardware component are used, all the elements should be running at real time, meaning the
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simulated time is the same than the real time. The cases that use only software component
can be running faster or slower than real time depending on what is being simulated. If the
goal if to produce massive data quickly it can run faster than real time, but if the simulation
contains complex mathematical computation it can be slower than real time, the simulated time
depend on the model performances. When several tools are used together, they can require to be
synchronised, meaning they need to share the same simulated time so that the faster component
wait the other one to have result coherent with the reality. Some cases can be Asynchronous, it is
possible in particular when there is no feedback loop in the simulation and that processing some
data faster than the rest does not impact the realism of the results. The data sharing interface,
and communication protocol generally use standard such as FMI, but can also specific connector
for a tool, that requires specific development.

4.1.1 Data exchange architecture

4.1.2 The need for open architectures

The need for data exchange architectures arose from the rapid evolution of electronic com-
ponents for critical applications. During the 80s and 90s, the processors used in military sys-
tems were already obsolete before the systems were deployed in their operational environments
([201]). Open architectures were defined to make the software as independent as possible from
the hardware, in order to allow the hardware to evolve to keep up with the increasing power of
the market, without having to rework the entire software.

These architectures are based on more or less powerful hardware abstraction layers (HAL)
to make the software independent of the hardware, even if the latter is based on standards such
as PCI, PCIExpress, RS232, ATA, SATA. An HAL is defined as all the software that is directly
dependent on the underlying HW. The examples of HAL include boot code, context switch code,
codes for configuration and access to HW resources, e.g. MMU, onchip bus, bus bridge, timer,
etc. In real HAL usage, a practical definition of HAL can be done by the designer (for his/her
HW architecture), by OS vendors, or by a standardization organization like VSIA. Though HAL
is an abstraction of HW architecture, since it has been mostly used by OS vendors and each OS
vendor defines its own HAL, most of HALs are OS dependent ([202]).

4.1.3 The need for distributed architectures

Despite the improvement achieved by the standardization of the execution nodes with hard-
ware components or broader usage of HAL, this standardization has shown limitations:

• Thee use of standards in the hardware and hardware abstraction layer was not enough to
enable real reuse of software across different platforms.

• As system capabilities are moreover distributed over networked components developed
by different suppliers, the standardization and openness of each equipment’s technologies
is not sufficient to maintain system capabilities despite the technological evolution of the
components that constitute them.

The key is therefore not only the standardization of individual computation nodes, but also
the standardization of the distribution of tasks accross multiple nodes
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4.1.4 The network OSI layer as a foundation

Network of computation nodes basically falls into 2 main categories

• Broadcast (e.g. bus or ring topology) This mode of operation consists in using only one
transmission medium. The principle is that the message is sent on the network, thus any
network unit is able to see the message and to analyze according to the address of the
recipient if the message is intended for him or not.

• Point to point (for example star or mesh topology) In this mode, the physical medium
connects only one pair of units. For two network units to communicate, they must pass
through an intermediary (the node).

Broadcast mode (e.g. bus or ring topology) This mode of operation consists in using only
one transmission medium. The principle is that the message is sent on the network, thus any
network unit is able to see the message and to analyze according to the address of the recipient if
the message is intended for him or not. Point to point mode (for example star or mesh topology)
In this mode, the physical medium connects only one pair of units. For two network units to
communicate, they must pass through an intermediary (the node).

Figure 70: Main network topologies

Depending on the circumstances, each topology may have its advantages and disadvantages.
While the ”fully connected” topology may seem the most interesting because it allows all the
nodes to communicate with each other, it has disadvantages if it is implemented at the physical
level: it requires a very large quantity of electrical wires, which means a significant cost and
weight, particularly penalizing for an aircraft, for example. The OSI ISO/IEC 7498 model has
made it possible to separate the various connectivity concerns of the different equipment in a
system according to different layers.
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Figure 71: OSI ISO/IEC 7498 model

4.1.5 The rise of the middlewares

The standardisation of the different layers of inter-connectivity of software-intensive elec-
tronic computing resources has allowed the emergence of ”middleware” that allows the de-
coupling of the emerging behavior of all components from their implementation by each com-
ponent. A middleware is a software that enables communication and management of data in
distributed applications, originally defined as ”those services found above the transport (i.e.
over TCP/IP) layer set of services but below the application environment”. In this more specific
sense middleware can be described as the dash (”-”) in client-server, or the -to- in peer-to-peer.

Middlewares can be of different kinds ([203])

• Transactional: Processing of multiple synchronous/ asynchronous transactions, serving
as a cluster of associated requests from distributed systems such as bank transactions or
credit card payments.

• Procedural: Remote procedure call to connect, pass, and retrieve software responses of
asynchronous systems communications such as a call operation.

• Message-oriented: Message queue and message passing architectures, which support syn-
chronous/asynchronous communication.

• Object-oriented: Similar to procedural middleware, however, this type of middleware
incorporates object-oriented programming design principles. Analytically, its software
component encompasses object references, exceptions, and inheritance of properties via
distributed object requests.
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Figure 72: Layered models with middleware

The architecture of any technical system consists in determining which assembly of compo-
nents (yellow) allows to fulfil the identified functions of the system (green). In an ideal frame-
work, the system functions are executed by the application layer. The more powerful a physical
platform is, the easier it is to implement the architecture task and the lower the realization costs.

Figure 73: Allocation of functions to implementation

4.1.6 Tests systems architectures

In the VHTNG reference architecture the exchanges among the different components are
grouped into three different categories (/citemartinen2017modular):

• The physical system under test communication channels, which regroups the communi-
cation of real components using real communication channels.

• The virtual system under test communication channels, based on the [ED247] standard
simulate the communication between virtual components.

• The VHTNG Instrumentation networks which regroups the communication between the
components of the test system itself.
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Figure 74: Allocation of functions to implementation

By enforcing standard interfaces for the Virtual Equipment network and the Instrumentation
network, the VHTNG project aims at enabling the setup of distributed test systems provided by
multiple suppliers. In the /cite9043010 article, the authors proposed a referenced implementa-
tion of their simulation platform using DDS middleware for real time distribution of simulation
data. In addition to the DDS middleware, the FMU/FMI standard has been used for integrating
simulation to this platform. In both VHTNG and this article we see the advantages of using
standards for designing open architectures: the integration of new components adding features
can rely on their compatibility on these standard for easier integration.

Figure 75: Simulation platform based on DDS FMI

4.1.7 Data exchange library

EPICS is a set of Open Source software tools, libraries and applications developed collab-
oratively and used worldwide to create distributed soft real-time control systems for scientific
instruments such as a particle accelerators, telescopes and other large scientific experiments.

MQTT is a dominating protocol in the Internet-of-Things world. It is a “publish and sub-
scribe” protocol, but as a very lightweight protocol it is very well adapted to transmit sensor
data but not video clips.
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XMPP is fast and real time Protocol, based on Extensible Markup Language (XML). Whereas
MQTT doesn’t define a message format; XMPP enables to define the message format and get
structured data from the nodes of the network. XMPP provides a solid, flexible foundation for
security features. XMPP facilitates identity management, authentication, authorisation, Off-
the-Record Messaging (OTR), and encryption—including end-to-end encryption.

AMQP defines an efficient, binary, peer-to-peer protocol for transporting messages between
two network processes (usually a client and a broker). AMQP separates the structure of a
message, from its manner of delivery, with explicit and implicit meta-data which the using
architecture can use. It supports multiple messaging protocols. It can be deployed in distributed
configurations to meet high-scale, high-availability requirements

Figure 76: AMQP Broker

DDS implements a publish–subscribe pattern for sending and receiving data, events, and
commands among the nodes of a distributed system. Nodes that produce information (publish-
ers) create ”topics” (e.g., temperature, location, pressure) and publish ”samples”. DDS delivers
the samples to subscribers that declare an interest in that topic. DDS allows the user to specify
quality of service (QoS) parameters to configure discovery and behaviour mechanisms up-front.
By exchanging messages anonymously, DDS simplifies distributed applications and encourages
modular, well-structured programs.

The ED247 virtualisation protocols provide possibilities for standardising the exchange of
simulation data across virtual components. The standard eases interconnecting benches in dif-
ferent locations in a simple and non-intrusive way for the virtual data.

4.1.8 Data exchange format

The Functional Mock-up Interface (FMI) defines a ZIP archive and an application program-
ming interface (API) to exchange dynamic models using a combination of XML files, binaries
and C code: the Functional Mock-up Unit (FMU). The API is used by a simulation environ-
ment, the importer, to create one or more instances of an FMU and to simulate them, typically
together with other models. The FMI defines three interface types:

• Co-Simulation (CS) where the FMU typically contains its own solver or scheduler

• Model Exchange (ME) that requires the importer to perform numerical integration

• Scheduled Execution (SE) where the importer triggers the execution of the model parti-
tions
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Figure 77: FMI usage

4.2 Simulation Engines: Physical and graphical engines

The simulation engine has the responsibility of representing the Scene described in the sce-
nario. The scene is the set of environments, static and dynamic elements. The Simulation
Engine level of detail can greatly vary in both graphics and physics which are its two main
components. A basic scene representation can be schematics with low graphics and no physic
with aim to only be a PoC that the scenario is correctly setup. The more the simulation require
precise output, the more detail and effort are put in the scene representation. A detailed scene
is essential to have good result from advanced sensor simulation, and most of the effort is on
having detailed graphics with correct physical properties setup. A very high-level scene can be
a digital twin, that is an exact representation of a real environment, with very accurate detail
and physic elements. This allows direct comparison between real driving data and simulated
data.The scene can be imported from a data set. The Simulation Engine can also have weather
simulation capability which can provide variation on a same scene that are hard to reproduced
exactly in real driving condition such as rain, fog, or lighting.

Simulation engine needs to provide some essential key features in order to be usable and
efficient for robotics and autonomous vehicles researches. A part of these key features are
listed below:

• Physical fidelity: Realistic simulation, suitable for virtual-reality environments, such as
a sensor and environment simulator; most recent game engines feature both rigid and
soft body dynamics, some of them even use a new dedicated hardware named Physics
Processing Unit (PPU). Cutting-edge lightning effects, polygon rendering, and realistic
destructible environments are also present/considered. Finally, meta data are needed in
order to simulate the waves interactions with the objects and their specific materials.

• Distributed architecture: Support for multiple processor cores is included in earlier
frameworks for maximum computational resources exploitation. It is possible to simulate
multiple entities in multiple networked computers, distributing the processing power over
all nodes. More and more, the use of cloud architecture or remote computers architecture
is essential in order to guarantee real-time processing and sharing of processing on several
dedicated units.

• Cutting-edge graphics: Use of game engines will significantly increase the level of detail
and realism of the environment; relating to camera sensor simulation, higher resemblance
from the virtual to the real world can be achieved.
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• Scriptable environment: Featuring simple but powerful scripting languages, game en-
gines can be rapidly extended to support a new type of sensor, or an optimized statistics
module.

• Events and ground truth generation:

The main problem with game engine simulators is that they may not be high fidelity. A game
engine allows to test the dynamics based on behaviour, but when a high-fidelity simulation is
required, it is necessary to use models or software that contains a mathematical modelling of
the subsystems to achieve realistic calculations. This software is often validated with HIL
tests, used to a large extent in the evaluation of computer-based test equipment. The high-level
algorithms for trajectory planning, vision processing and interactions of multi-agent systems
are examples of suitable fields for use with simulators based on game engines. The principal
game engines used in the development of autonomous vehicle simulators, or for some of its
subsystems, are:

• Unity 3D [69] is an open source Game Engine, which is primarily used to develop video
games and simulations for computers, consoles and mobile devices. The Unity graph-
ics engines use OpenGL, Direct3D, OpenGL for Embedded Systems (OpenGL ES) for
mobile platform (iOS, Android) and various APIs. The Unity engine provides built-in
support for PhysX physics engine with real-time cloth simulation on skinned meshes,
collision layers, and thick ray casts.

• Unreal Engine 5.0 [70], is, like Unity, a popular general-purpose games development
engine. It provides a scripting engine, physics engine, and highly realistic video capabil-
ities.

• Blender [71] is an open source 3D modelling and rendering application whose main
purpose is the creation of computer generated images and animations. Though it is not
designed as a tool for simulation, it provides many features that facilitate the develop-
ment of such an application. A community of robotics researchers who use Blender for
some simulations already exists, and there is a drive to improve on this functionality.
Blender has BlenSor [72], a Free Open Source Simulation Package for Light Detection
and Ranging (LiDAR/LADAR) and Kinect sensors.

• Cry Engine [73]: Since version 5.2, CryPhysics has supported multiple physical entity
grids In the case of simulation for a perception system, the most important component
is the physics engine, which will allow modeling of the perception system of an au-
tonomous vehicle with less fidelity. Physical simulators work according to the detection
of collisions. These differ in the way they react in a collision. They usually work in two
ways, where the collision is detected a posteriori or a priori. Collision detection refers to
the problem of calculating the detection of the intersection of two or more objects.

As possible physics engines, we found:

• Open Dynamics Engine (ODE)[74]: A high-performance, open source library for dy-
namic simulation of rigid bodies. It is fully equipped, stable and with an easy to use
C/C + + platform. It has some very useful methods, such as the method of approaching
friction. An advantage is that it is a free and open source. ODE uses a Euler integrator
and fixed time stepping. It provides an additional 2D constraint, and has been ported to a
large number of platforms.
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• Bullet physics [75]: A powerful open source physics engine. It differs from other physics
engines such as Box2D, Chipmunk, or Sprite Kit’s physics engine. This physics engine
is 3D and includes 3D collision detection, soft body dynamics, and rigid body dynamics.
It also includes a partial graphics processing unit (GPU) for physics implementation.

• NVidia PhysX[76]: A very powerful and free physics engine. PhysX is a proprietary
middleware or middleware layer engine and a development kit designed to perform very
complex physical calculations. Physical middleware engines allow videogame develop-
ers to use abstraction during development, as PhysX provides specialised functions in
complex physical simulations, which results in high code writing productivity

4.3 Different simulations tools

4.3.1 Sensors

The sensors are the core of the simulation, they are generating data based on the scene and
their own configuration. They are covered in chapter 5.2 in more details. The sensors exploit the
ground truth (see chapter 3.4) that are generally provided by the Simulation Engine. Low fidelity
are “ideal” sensors exploiting directly the ground truth data with no or little added values. More
advanced sensor simulations require the scene description to be filled with the correct level
of detail in particular the physical properties of the materials. The lack of a correct scene
description will render the sensor simulation useless if the sensor requires them. Moreover as
describe in the JAMA report [24], the sensor models need to consider a great part of the main
disturbances encounter in their operating. These main disturbances, for the 3 main types of
automotive sensors, are given in figure 78 for cameras, in figure 79 for LiDAR, and in figure 80
for RADAR.

Figure 78: Generation principle of disturbance in camera perception processing (source: JAMAL’s report [24])
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Figure 79: Generation principle of disturbance in LiDAR perception processing (source: JAMAL’s report [24])

Figure 80: Generation principle of disturbance in millimetre-wave radar perception processing (source: JAMAL’s
report [24])
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4.3.2 Decision-making module

Decision-making module is essential to handle different scenarios in the simulation, it is in
charge of the connection between perception of the environment and control of the Autonomous
Vehicles(AV) like a vehicular “brain”. After the ”brain” receives various stimuli and percep-
tion information, the decision layer analyses them to understand the current environment and
then apply strategies to move according to constraints (safety, energy, comfort, etc.). Then, the
decision-making module generates instructions (path, trajectory, orders, manoeuvres, or advice)
to the control module. Decision-making algorithm design is required to be tested and validated
in the complex and interactive simulation environment(like a multi-agent simulation environ-
ment), in view of the fact that the level of complexity of scenarios that a decision-making mod-
ule can handle is a core indicator for measuring and evaluating autonomous driving capabilities
[204].

Different decision-support architectures have been applied to the simulation of autonomous
driving, and in the meanwhile, a variety of AI methods have been employed for the differ-
ent scenarios(intersection, roundabouts, highway, etc.). In a controlled environment, rule and
knowledge-based methods have been applied with assuming that the traffic environment and
other road users’ intent are fully aware. In opposite, the tactical decision task is usually mod-
elled as a Partially Observable Markov Decision Process [205] while the environment is uncer-
tain. The core of the planning-based method is trajectory planning, i.e., generating a trajectory
for a given scenario based on the trajectories of other vehicles, but its applicability is still lim-
ited in a highly interactive environment. The rapid development of machine learning allowed
using learning-based methods for autonomous driving decision-making in highly interactive en-
vironments, such as the imitation learning method [206, 207], or more recently a combination
between traditional methods and reinforcement learning methods [208].

A virtual platform, which is essentially a simulator, is a key component of Electronic Sys-
tem Level design and verification (ESL). Virtual platforms can not only help making hard-
ware/software architectural trade-offs but also allow early hardware/software integration, with
the ability to test autonomous driving software way before real hardware is available. There
are languages and tools to assist designing such virtual platforms. SystemC TLM, essentially
a Design Specific Language (DSL) based on C++, is a well established languages for that pur-
pose. A non-exhaustive list of tools for ESL includes Cofluent Studio, Synopsys Virtualizer
tool set (Platform Creator, Platform Analyzer, SystemC Explorer), Synopsys COMET-METeor
(formerly VaST), Imperas OVP (Open Virtual Platform), UNISIM-VP, Qemu, Wind river Sim-
ics. Generally, when dealing with simulation, design and decision criterion include the desired
level of detail, precision, and representativeness (to make realistic simulation), the flexibility,
the speed, the development cost, and the maintenance cost. Indeed, modelling and techno-
logical choices have great impacts and implications. Simulation speed impacts the amount of
tests, and thus the quality of product because the time budget for testing is limited. While a low
level of detail implies high flexibility, high simulation speed, low development and maintenance
cost of simulation models, there are drawbacks: are the key characteristics of modelled system
still captured? And is behaviour still simulated? Conversely, high level of detail implies high
development and maintenance cost, low flexibility, and low simulation speed. Instruction set
simulators, and even more virtual platforms (electronic board, System-on-Chip), have gener-
ally way too high level of detail to be useful for AI system V&V. Also, in virtual platforms, the
emulation of real devices such as CAN, serial, SPI, I²C, and network controllers, have high de-
velopment costs. However, virtual platform involving virtual devices (instead of truly emulated
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devices), such those of Linux VirtIO (Virtual Input-Output) and AUTOSAR MCAL (Microcon-
troller Abstraction Layer), are more cost effective and can significantly reduce overall develop-
ment cost. Instruction set simulators and virtual platforms can still have usefulness when AI
models, deployed on CPUs or GPUs, deserve a floating-point accuracy analysis. Indeed, some
AI models may be sensitive to error introduced with small floating-point binary representation
(e.g. Float16 or BFloat16) and more generally, floating-point rounding and absorption, which
is tightly geared to underlying hardware implementation and binary code generated at compila-
tion time. Similar techniques, involving instruction set emulation, such as Valgrind with Verrou
plugin can also serve for such analyses. As instruction set simulators and virtual platforms are
mostly single threaded tools, speed is a common issue, and data-set should be as minimal as
possible while maintaining the representativeness of the analysis.

4.3.3 Controlling software

The controlling software covers multiple aspect of the simulation, it can be everything that
is not graphical or physical rendering, nor sensor simulation or scenario management. It covers
the dynamic model of the various element of the scene, the way the EGO vehicle is moving
according to its instruction. It can also include the traffic generation and the control of multiple
vehicles in the scene. The pedestrian moves differently from a vehicle and therefore require their
own dynamic model. Each dynamic model for car or pedestrian can be more or less advance,
and close to the “real” movement of the elements. The goal can be to reproduce exactly a
movement and properties of a specific car model from a manufacturer for the more detailed
simulations. Another part of Controlling Software is the decision algorithm that process the
data generated by the sensor to take decision such as emergency brake. Controlling Software
also include the “event” generation described by the scenario that are triggered by data else than
a predictive dynamic model, or by the sensor data. This can be a weather change after some
time, or when the EGO vehicle reaches a specific position.

4.3.4 Applications and software bricks

Listing of the tools used in autonomous driving simulation and their capabilities. The in-
terface capability covers the scenario import or creation. The data access for EGO vehicle,
non-vehicle and pedestrian are covered by the ground truth. Sensor detail and variety cover the
sensors emulation. Rendering performance and Physical engine or in the Simulation Engine
part. figure 159 shows the list of simulation tools

4.4 Mobile dynamics

In order to develop realistic dynamic vehicle model, it is often necessary to use Physical
engine with solvers (ODE), ray-tracing library, and mechanic properties in order to manage
physical interaction between several dynamic objects. Moreover, as presented in the figure 81,
a dynamic vehicle modelling must involve at least this several modules:

• Car body and chassis with differential system, aerodynamic coefficient

• shock absorbers with either linear, or non linear modelling (potentially with use of LUT)

• Wheels and Tires involving tire grid modelling (longitudinal and lateral)

• Braking system
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Figure 81: Different parts to consider in a realistic and dynamic vehicle modelling (source: Univ. Eiffel)

• Thermal engine and/or electric engine (involving battery modelling) with power-train and
gearbox (automatic or manual)

• Steering wheel column with auto alignment, driver, and controller torques

• main ADAS systems like EPS, ABS, ACC and Stop&Go

Moreover, as mentioned in the JAMA report [24], a set of disturbances must to be considered
in order to obtain a physical realistic behavior of a vehicle in realistic and constrain configura-
tions. The figure 84 shows some of these disturbances applied in the ODD of a real vehicle.

4.4.1 Realistic vehicle modelling with Unreal and Unity

For instance Both Unreal Engine 5 and Unity have simplistic vehicle physics based on the
standard PhysX implementation. Unity oversimplifies the wheel collider and gives no access
to important information (current lateral and longitudinal slip forces) or a way to modify it. In
Unity Engine 5, it is possible to have access to the source code, including the complete PhysX
engine. So it is possible to modify the vehicle update method, but for the cost of losing san-
ity when we see another repeated code for each vehicle variant depending on the number of
wheels (Vehicle4W, VehicleNoDrive, VehicleTank). Things can get messy if it is necessary to
use another engine and to not use the standard engine and gearbox. Unreal Engine does not
focus on reliable physics (at least when this information has been collected in end of November
2020). By default, physics simulation is frame rate dependent, so a vehicle may move slower
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Figure 82: Dynamic vehicle modelling in Pro-SiVIC with car body, shock absorbers, wheels and tires, and power-
train (source: Univ. Eiffel)

Figure 83: Dynamic vehicle modelling and implementation in Pro-SiVIC (source: Univ. Eiffel)
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Figure 84: Preventability/Unpreventability boundary conditions in vehicle movement disturbance (source: JAMA’s
report [24])

on a slower computer. For a project using a vehicle model, it is necessary to modify the Unreal
Engine core because the available sub-stepping option does not solve the problem for serious
applications. Another interesting information: eXpanSIM is developed in Unity instead of Un-
real Engine. eXpanSIM is a universal vehicle simulator with realistic physics of cars, trucks,
construction machines, and military vehicles. The simulator is designed for professional appli-
cations, which hardcore simulation fans will find interesting. It is available on the Steam Store.
(https://store.steampowered.com/app/1015370/eXpanSIM/ ) For some time
now, Unity allows for executing the physics step manually. Managing the physics objects is easy
because the integration with the physics engine is tight, and the lifecycle of an object is simple.
Just recently, Unity announced that soon it would be possible to switch between the current
physics engine and Havok (information from end of November 2019), which is a great plus
for Unity. In summary, working with vehicle physics is a challenge itself. The possibility to
immediately test a code and human-friendly error logging offered by Unity saves the day. It is
essential for fast prototyping and developing a new vehicle physics engine. Unreal Engine may
be an option if we are looking for a base implementation of vehicle physics that we only want
to modify just a little bit.

4.4.2 Industrial dynamic vehicle modelling

• Drive (Sate-italy):Drive is a dynamic car simulator. It simulates the behaviour of cars
during acceleration along their longitudinal axis of symmetry. The coupled dynamics of
the suspended and unsprung masses are obtained by calculating the vertical movement
and the pitch of the vehicle. The transmission is carefully modeled from the clutch to
the tires, including the gearbox. The interaction between the tires and the ground is
expressed by a non-linear force and slip diagram, which takes into account the correct
calculation of tensile forces, including those with high values of slip. Sate designed other
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complementary tools such as Bench for suspensions, Clutch for clutch, Condiz for air
conditioning ... These products are mostly based on a MATLAB / Simulink architecture.

• TruckSim, CarSim and BikeSim: Tools from CarSim, BikeSim, and TruckSim (Me-
chanical Simulation Corporation) simulate and animate the dynamics of cars, motorcy-
cles, scooters, racing cars, and trucks, using standard Windows PCs. Mathematic models
based on 30 years of university research in vehicle dynamics, accurately simulate brak-
ing, driving, stability and acceleration. These tools were designed to communicate with
SIL and HIL technologies. An interface with other software such as Simulink, Lab-
VIEW, ASCET and Visual studio is possible. The mathematical model of vehicles is a
multi-body model that interacts with the environment through wheel / ground contact and
aerodynamic forces. The system has degrees of freedom related to: chassis (longitudinal,
lateral and vertical movement, roll, pitch and yaw), wheels (rotation, steering, ...), suspen-
sions (stiffness, damping coefficient, ...) , braking and acceleration (torque, temperature,
ABS system, fuel consumption, etc.), tires (lateral and longitudinal sliding, etc.). Several
models of tire interaction with the ground are available: Pacejka 5.2, MF-tire, MF-Swift,
coupled longitudinal and lateral sliding, external shear with camber.

• IPG Carmaker: Carmaker (IPG) is a set of simulation tools for virtual road vehicle
driving tests. It can be used offline, in real time as well as in HIL applications. Vehi-
cle components are modelled as rigid or flexible multi-body systems that are non-linear.
The multi-body system forms the main model and the integration platform for all other
sub-components like suspensions, steering systems, tires, brake system, drive-train and
aerodynamics. The models are grouped into sub-assemblies which can be modified or
exchanged by internal models developed in Simulink or in language C. The parameters
can be done via a graphical user interface. The three-dimensional wheel-ground contact
interface uses several models such as IPGTire, MF-5.2, MF-Swift, ....

• ASM Vehicle Dynamics Simulation Package: The Vehicle Dynamics Simulation Tool
(ASM-VDSP 2007) is a Simulink model for real-time simulation of the behaviour of ve-
hicle dynamics in a given environment. The model can be used on a dSPACE simulator
for HIL testing of electronic control units (ECUs) or during the design phase of control
algorithms for pre-validation. All blocks are visible, so it’s easy to add or replace com-
ponents with specific models to adapt vehicle properties in different types of projects.
Standardised interfaces allow the vehicle dynamics model to be easily extended to meet
specific requirements or even create a virtual vehicle. The physical model of the vehicle
is represented by a multi-body system with 11 degrees of freedom (6 for the chassis, 4 for
the wheels and 1 for the steering). The non-linear model of the vehicle takes into account
the geometry and kinematics of the suspension, aerodynamics, a steering model, a gear-
box with transmission flexibility, an engine, two semi-empirical tire models (Pacejka and
TMEasy) and a hydraulic braking model.

• Ve-DYNA: Ve-DYNA (TESIS DYNAware) is software specially designed for the rapid
simulation of vehicle dynamics in real-time applications (HIL, SIL) and in computer de-
sign studies. The nonlinear vehicle model is based on a modelling concept developed
by Rill (Rill 2007) [209] : Vehicle modelling by subsystems. It is modular with sep-
arate blocks for the chassis, engine, transmission and the wheels in Simulink. The in-
teraction of tires with the ground is described by the empirical models TM-Easy, Pace-
jka 5.2, TNO tire and FTire. (http://tesis-dynaware.com/en/products/
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vedyna.html). In [210], Georg Rill proposes a new book on Road Vehicle Dynamics:
Fundamentals and Modeling with MATLAB.

• VDL (Dymola): VDL, vehicle dynamics library, (Dassault Systèmes) is a tool for mod-
eling, simulating and analyzing the behavior of a road vehicle. It is a tool unique to
DYMOLA, an environment of several fields of engineering which contains mechanical,
thermal, electrical, pneumatic, hydraulic, thermodynamic components. VDL is based on
Modelica, an open source modelling language. The system is described as a multi-body
system composed of the chassis, front and rear suspensions, wheels, tires ... Real-time
simulation with Dymola gives the ability to run HIL tests on common platforms like
dSPACE, RT-LAB, xPC Target and Cramas.

• ESI group (Pro-SiVIC): Pro-SiVIC involves several dynamic vehicle modelling. The
first one is based on [211] model with some new functionalities like a powertrain (with
engine mapping), a manual and an automatic gearbox, the aerodynamic effects, the fuel
tank and consumption sensor, the steering wheel column, and the coupling with a dy-
namic driving platform. In pro-SiVIC, oscilloscope are available in order to manage the
intern variable of the dynamic model. The other dynamic models come from external
models with a thin coupling. Pro-SiVIC proposes interfaces with Intempora RTMaps,
Effidence AROCCAM, Mathworks Matlab, Simulink, Sylab, and LMS Amesim (now
Siemens). For a couple of year, ESI group also propose a cognitive model of driving
(COSMODRIVE) interconnected with the dynamic vehicle model of Pro-SiVIC.

• RaceSim (DATAS): The vehicle model is divided into sub-groups. The global model is
defined by 1600 parameters, 480 calculated dynamic variables, 15 DoF including a non-
linear system of suspensions, tire forces, ... This tool exists in three versions: Expert (F1,
CART, GP2, F3000, IRL, NasCar, GT, WRC, Super Touring Car, DTM, Tarmac Rally
....), Standard (Touring Car, advanced F3), special ( Dallara F301 –F306).

• SCANeR TM studio Motorsport (AV Simulation): SCANeRTM studio Car is a tool
for assisting in the design of passenger vehicles, racing vehicles, trucks, buses, with or
without a trailer. In addition, it is benchmark software for military applications. De-
veloped for automotive experts, it is designed to meet the specific needs of dynamic
simulation professionals. The software encompasses, thanks to its modularity, all the
varieties of the different components of a vehicle. This platform is based on CALLAS
Motorsport. CALLAS (automobile) is a specific application of PROSPER (multi-wheel,
multi-modules) for four-wheel vehicles.

• RACER:

• Simcenter Amesim - SIEMENS: Simcenter proposes a Vehicle System Dynamics Sim-
ulation platform and library. Simcenter provides functionalities to design robust chassis
components and subsystems like steering and braking components, shock absorbers, ac-
tive roll stabilizer bars and any mechatronic system related to chassis. Simcenter is a scal-
able and multi-disciplinary modelling platform. (https://www.plm.automation.
siemens.com/global/fr/products/simulation-test/vehicle-dynamics.
html)

• BeamNG.drive: This platform is not a real industrial software but it is sell as a game.
Nevertheless it is an very interesting software with very realistic vehicle behaviors (car,
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4DW, bus, truck ...) with both realistic dynamic vehicle modeling and realistic interac-
tions between vehicle meshes and environment (physical engine). BeamNG.drive is a
physico-realistic driving game with very wide possibilities. The ”soft-body” physics en-
gine developed in this platform simulates each component of a vehicle in real time, which
allows to obtain a result faithful to reality. BeamNG’s physics engine is at the heart of
the highly detailed vehicle simulation and seems to be one of the best physics engines
dedicated to ”soft body” dynamics in a game. The effects of crashes are very realistic this
software uses a damage model extremely precise.
(https://store.steampowered.com/app/284160/BeamNGdrive/)

4.4.3 Academic dynamic vehicle modelling

About Academic dynamic vehicle modelling, the PhD thesis of Laetitia Li (2021) [212] gives
a good overview of car body, wheels, and tires modelling. In this work, cinematic models are
firstly presented then after, a set of 4 different dynamic model are enumerated and presented:

• Dynamic bicycle modelling with 3 DoF

• Dynamic 4 wheels modelling with 7 DoF

• Dynamic 4 wheels modelling with 10 DoF

• Dynamic 4 wheels modelling with 14 DoF

About the tire grip modelling, the main well-known models are:

• Model of Brosse

• Model of Gim

• Model of Dugoff

• Model of Kiencke/Burckhardt

• Model of Pacejka (full and simplify (order 3))

In [213], an overview is given about the modeling of drive-train components:

• Combustion engine

• automatic gearbox

• Limited slip differential

• braking system

• Steering column

In the same work, the main stability controllers are presented:

• Anti-lock Braking System

• Traction Control System
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• Electronic Stability Control

In [211], Sébastien Glaser propose a full enough modelling of the dynamic of a vehicle for the
simulation in limit conditions. In this model implemented in Pro-SiVIC platform, the following
parts are implemented:

• The car body using the fundamental principles of dynamics

• The shock absorbers

• the anti-roll bars

• The wheels and tire with Dugoff and Pacejka models

This model has the capability to be adapted to some other types of vehicles like truck and bus.
This model has been validation with experimental data and with the CALLAS platform. Now in
Pro-SiVIC some other functionalities have been added like a powertrain (with engine mapping),
a manual and an automatic gearbox, the aerodynamic effects, the fuel tank and consumption
sensor, the steering wheel column, and the coupling with a dynamic driving platform. In pro-
SiVIC, oscilloscope are available in order to manage the intern variable of the dynamic model.

4.5 Physical and realistic simulation of adverse and degraded conditions

To reach fully automated vehicles, which represent the level 5 of the Society of Automotive
Engineers (SAE) classification of driving automation, the sensors must be tested and validated
to ensure that all required conditions, including all kind of adverse weather conditions, are
statistically met during the test phases. Regardless of the degraded weather conditions, current
vehicle perceptive sensors are more or less impacted by adverse weather conditions and may not
correctly detect objects or pedestrians in their path and the surroundings of the vehicle, leading
to potential fatal accidents.

Hence it is crucial to be able to test those different sensors in harsh weather conditions to
get rid of the actual limitations of advanced driver-assistance systems due to degraded sensors
performances.

In Pro-SiVIC, the main set of weather conditions are modelling and provides. Among this
models, different clusters of sensors can be done and can be mentioned depending of the type
of sensors and the wave length used by a specific sensor (see 85). For instance, camera will be
clearly impacted and disturbed by light sources, rain drop, and fog (figure 86). RADAR will be
disturbed by interference, problems of material structure, and conductivity of material. More-
over depending of the RADAR frequency, it could or not see objects with specific size. About
IR sensors, glasses and material heat will provide adverse conditions or data error (invisible
objects). For the LiDAR, the particles in the air, depending of their size and their features, will
cause a significant modification of the beam state (energy).

4.5.1 Adverse weather conditions

Even though adverse weather conditions do not represent the majority of the weather part of
scenarios an autonomous vehicle may encounter, their impacts on driving automation are major
and not yet sufficiently documented.
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Figure 85: Automotive sensors wave length.(source Univ. Eiffel)

Figure 86: Camera with daylight with adverse and degraded conditions: homogeneous and non homogeneous
fog, rain drops on the camera glass (source: Univ. Eiffel)
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A list and a description of the different adverse weather conditions is presented in this sec-
tion, followed by a summary of their impact on the perceptive sensors of the autonomous vehi-
cles.

∗ Different types of adverse weather conditions
Adverse weather conditions mainly consist in the presence of particles and droplets in the

field of view of surround sensors. In addition to atmospheric attenuation, the electromagnetic
waves are more or less scattered and absorbed depending on the amount of hydrometeors they
meet. Scattering and absorption vary in relation with the characteristics of the particles encoun-
tered (i.e. droplet size, solid or liquid particles, droplet distribution).

Here is a none exhaustive list of adverse weather conditions that an autonomous vehicle can
encounter [214]:

• Mist and fog are the result of the condensation of water vapour on atmospheric nuclei
remaining in suspension close to the ground. Mist and fog are classified based on the
visibility, or Meteorologic Optical Range (MOR). This latter corresponds to the length
of path in the atmosphere over which the light, from a known source, is reduced to 5%
of its original intensity. We talk about fog when the visibility is below 1 km. When the
visibility is greater than 1 km we talk about mist. Fog droplets size range from a few tenths
of a micron to a few tens of microns [215]. The visibility decreases with the increase of
droplets number in the medium and also depends on the droplet size distribution [216]. A
same visibility value can correspond to different droplets size distribution.

• Dust, natural haze or smog occur by the accumulation of particles of dust, smoke or
any air pollutant, in relatively dry air. The extinction coefficient of haze is wavelength
dependant. Zhang et al. (2021) [217] pointed out an adverse weather condition typical in
East Asia during spring months, named Asian dust, which is made of mineral dust from
crustal sources transportation from desert areas eastward.

• Precipitations, including rain, snow, hail and sleet, consist in liquid or frozen water drops
falling to the ground. It is the result of water vapour condensation on particles in the
colder atmosphere. The intensity of the precipitations is defined by the size and the dis-
tribution of the droplets in the medium. The visibility impairment due to precipitations is
also related to the speed of fall of droplets which causes the appearance of streaks linked
to the camera shutter. The diameter of raindrops can range between 0.1 to ∼ 6 mm. In
scattering and absorption calculations, raindrop shape is often assumed to be spherical
even though large droplets typical of heavy rains look like oblate spheroidal [218]. Un-
like rain drops, snow grains cannot be considered as spherical. Their shape and size are
complex and hence difficult to simulate numerically. Räisänen et al. constructed a refer-
ence phase function for the scattering of snow grains, taking into account the diversity of
snow grains shape and size [219].

∗ Impacts on perceptive sensors performances
The purpose of the sensors in ADAS (Advanced Driver Assistance Systems) is, among other

things, to control the speed of the vehicle in its environment, to recognise the road and traffic
signs and also to avoid collisions with any obstacles. Ideal sensors would not be impacted by
adverse weather conditions, but actual sensors performances are impacted with different level
of severity. Mohammed et al (2020) present spider charts for each type of sensors performances
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scores including the impact of adverse weather conditions. The sensors with good performances
in adverse weather conditions are radar, far infrared and ultrasonic sensors, on the opposite,
LiDAR and camera have weak performances in adverse weather conditions [220].

As previously mentioned, the impact of adverse weather conditions on electromagnetic
waves depends on the characteristics of the hydro-meteors and particles encountered but also
on the wavelength range of the different sensors of the autonomous vehicle (See 85). Figure
85 highlights the different spectral ranges of the sensors. Each sensor has a specific task and
will be impacted differently when exposed to adverse weather conditions such as mist, dust and
rain.

An electromagnetic wave interacting with particles in the atmosphere is attenuated. It is
characterised by the extinction coefficient of the medium. This extinction coefficient is the
addition of several phenomena : scattering and absorption. Scattering can be defined in three
different ways depending on the particle size and the wavelength range of the sensors:

• Rayleigh scattering for particle with very small size compared to wavelength. (Ex : In
case of fog conditions for RADAR).

• Mie scattering theory : particle size is similar to wavelength. (Ex : Fog conditions for
LiDAR and Camera, and in rainy conditions for RADAR).

• Optical geometry : the wavelength is small compared to particle size. (Ex : For rainy
conditions for LiDAR and Camera).

Thus, the attenuation is also related to rainfall rate and drop fall speed, snowfall rate in the
case of precipitations based on recommendations of the ITU-R (International Telecommunica-
tion Union) [221], and the size distribution and size of droplets/particles.

The problematic of quantification of the effects of adverse weather conditions on ADAS
sensors is the topic of numerous papers in the literature. Zang et al (2019) [222], Vargas et al.
(2021) [214] give an overview of the effects of adverse weather conditions on the most repre-
sentative sensors of autonomous vehicles ecosystem, such as LiDAR, global positioning system
(GPS), camera and radar.

• CAMERA

The main effect of adverse weather conditions on camera is the loss of contrast making it
more difficult to identify or detect objects in the images.

Hasirlioglu (2020) [223] conducted a study of the influence of rain and fog on the de-
tection of objects by camera, LiDAR and RADAR. Fog and rain were simulated in real
world, using CARISSMA indoor facility, and in virtual world, using noise models. The
results highlight that the three sensors are affected by rain with more or less severity.
Camera images are affected by a reduced contrast.

Xique et al. (2018) [224] collected data from three different sensors including a camera
in different weather conditions. Their results show a degradation of the performances
of the camera by 55 to 60 % for rain and snowfall, respectively, compared to empirical
measurements.

Garg and Nayar (2005) [225] highlight that the effect of rain on camera images is associ-
ated with both rain drop characteristics and camera parameters, such as depth of field and
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exposure time.

• LIDAR

LiDAR main wavelengths are 905 nm, with a limited detection range of ∼ 100 m due to
eye safety power restrictions, and 1550 nm, with a detection range from 200 to 300 m.
Wojtanowski et al. (2014) [226] conducted a study on the influence of adverse weather
conditions on LiDAR rangefinder’s performance deterioration. When 1550 nm LiDAR
gives better performances than 905 nm one for object detection in dry situation, its per-
formance is much more affected when the humidity increases. In addition to the intensity
reduction of the target signal in adverse weather conditions, backscattering from rain-
drops may lead to the detection of droplet as an object which is named false positive
detection. False negative detection are correlated to laser beam size and aperture of the
LiDAR system.

Adverse weather conditions such as rain and fog represent a soft target for LiDAR. The
pulse is scattered in fog or rain and the sensor gets the distributed scattering of the initial
pulse. The extinction efficiency and the backscattering efficiency depend on the diame-
ter of the droplets. The presence of powder snow, heavy rain and strong fog modify the
information received by active sensors by creating a screen that can lead to wrong inter-
pretations like unwanted detection (i.e. false positive) for LiDAR sensors in the near field
(less than 10 m from the observer) or missing true positive scan points([227], [228]).

LiDAR are ”suitable for environments with transmissions exceeding 92%–93%/m for tar-
gets closer than 25 m” [214].

• RADAR

RADAR technology uses microwaves to detect objects in the surrounding of the vehicle
within a certain range. There are two kinds of automotive RADAR : long-range radar to
detect long range objects, such as fast-moving vehicles, thanks to a large angular resolu-
tion but a small field of view, while short-range RADAR will have large angular resolution
and field of view. Short-range RADAR are used to detect vulnerable road user or objects
close to the autonomous vehicle.

The performances of RADAR are evaluated in term of maximum range, maximum Doppler
velocity and field of view. The frequency of the RADAR has an influence on the pertur-
bation of the signal in adverse weather conditions. An electromagnetic wave travelling
through rain is absorbed, depolarised, scattered, and delayed in time but the main two
effects are attenuation and backscattering.

RADAR is overall the sensor least affected by adverse weather conditions, especially for
fog conditions [223]. Its range profiles detect more near-field reflections and less far-field
reflections. Nevertheless, Zang et al. (2019) [222] suggest an attenuation of the radar sig-
nal of 55% in the presence of heavy rain (150mm/h). Vargas et al (2021) [214] concluded
that RADAR are relatively unaffected for rainfall of 50-70 mm/h or dust with a visibility
lower than 10 m.

∗ Sensors surface and secondary effects of adverse weather conditions
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Figure 87: Influence of adverse weather conditions on automotive sensors [25].

Aside from the impact of particles in the medium in the field of view of the sensor, adverse
weather conditions such as rain and snow modify the characteristics of surrounding materials.
Water and snow remaining on the roadway modify the perception of the lane lines of the road.
Water layer on the road can produce some spaying effects caused by surrounding vehicles.
Ice and rain can cover the road signs making them impossible to identify. Rain and snow
can partially occlude the lenses and hence block part of the emission from LiDAR beams for
example [229] or change the focus of camera [222].

From all the automotive sensors, cameras are the less suitable in adverse weather conditions.
RADAR appears to be the most robust sensors in adverse weather conditions [230]. Never-
theless RADAR can still be disturbed by the presence of water on lenses or targets and wet
ground.

In Figure 6 of Song et al. (2020) [25] a summary of the influence of adverse weather condi-
tions based on a study of Rasshofer and Gresser (2005) [230] is presented :

4.5.2 Impact of adverse weather modeling

In order to model the impact of adverse weather conditions on perceptive sensors perfor-
mance, one needs to model the path of a light ray interacting with the particles in the air and the
materials of the road scene. The propagation of electromagnetic waves in participating media,
such as fog, rain, snow or dust, is governed by the radiative transfer equation (RTE) in which
the optical parameters (related to scattering, absorption and extinction) of the medium are con-
sidered. The RTE serves to simulate the radiance Lλ(t, r, u) corresponding, for a wavelength
λ, to the intensity of the electromagnetic energy flux (in W) of the radiation propagating in the
direction u, per unit of area (in m2) perpendicular to the direction of propagation, per unit of
solid angle (in sr) and per unit of wavelength (in microns), and expressed in W.m−2.µm−1.sr−1.
The RTE can be expressed as [231]:

1

c

∂Lλ

∂t
(t, r, u) + u · ∇rLλ(t, r, u) =

− σλ(r)Lλ(t, r, u)− κλ(r)Lλ(t, r, u) +
σλ(r)

4π

∫
S2
Lλ(t, r, v)Φλ(r, v, u)dv + q(t, r, u), (20)

where c is the speed of light, t, r, u, σλ, κλ, Φλ and q(t, x, u) denote, respectively, the time,
the position in space, the wave propagation direction, the scattering coefficient, the absorption
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coefficient, the phase function for the wavelength λ and light sources (including thermal sources
if thermal imaging is of interest). The three-dimensional unit sphere is denoted by S2. Optical
passive objects and local light sources are taken into account thanks to the boundary conditions
of Equation (20). For each light source occupying the space region S and emitting light from
its surface ∂S, we have:

∀ r ∈ ∂S, ∀u ∈ S2, u · nS
r > 0, Lλ(t, r, u) = ES

λ (t, r, u), (21)

where nS
r denotes the outward normal vector of S at point r ∈ ∂S, and Eλ is given. For each

passive object occupying the space region O with a surface denoted by ∂O, we have:

∀ r ∈ ∂O, ∀u ∈ S2, u · nO
r > 0, Lλ(t, r, u) =

∫
v∈S2, v·nO

r <0

Lλ(t, r, v)B
O
λ (r, v, u)dv, (22)

where nO
r denotes the outward normal vector of O at point r, and BO

λ (r, ·, ·) is the Bidirectional
Reflectance Distribution Function (BRDF) of object O at point r ∈ ∂O. When the time can be
removed from the physics and under the assumption of a phase function depending only on v ·u
(scalar product), the following stationary case of Equation (20) can be considered:

u · ∇rLλ(r, u) = −βλLλ(r, u) +
σλ
4π

∫
S2
Lλ(r, v)Φλ(v · u)dv + q(r, u), (23)

where we note βλ = σλ + κλ the extinction coefficient at the wavelength λ. Boundary condi-
tions related to this stationary case are given by Equations (21) and (22) in which the time t is
removed.

The particle models are important to determine the optical properties of the medium (fog,
rain, snow, dust, smoke): σλ, κλ, βλ = σλ + κλ and Φλ. Particle models are based on the
particle size distribution (PSD) and the complex refractive index of the particles. A PSD is a
function N (cm−3 µm−1) such that N(r) dr represents the number of particles contained in a
volume of 1 cm3 whose radii belong to (r, r+dr). In the case of spherical particles, the Lorenz-
Mie scattering model is largely used. The Lorenz-Mie theory [232] solves the electromagnetic
equations of Maxwell for a spherical particle of radius r with a given complex refractive index
mp = np + ikp embedded in a host medium with refractive index mh = nh + ikh. Under
the assumption of non-dependent scattering between particles, the extinction and scattering
coefficients are then expressed in terms of the PSD N as follows:

σλ
ext(N) =

∫ +∞

0

Qλ
ext(r) π r

2N(r) dr ; σλ
sca(N) =

∫ +∞

0

Qλ
sca(r) π r

2N(r) dr. (24)

We also note that the absorption coefficient is defined as:

σλ
abs(N) := σλ

ext(N)− σλ
sca(N) =

∫ +∞

0

Qλ
abs(r) π r

2N(r) dr, (25)

where
Qλ

abs(r) := Qλ
ext(r)−Qλ

sca(r).

Similarly, the phase function can be expressed by the following form:

σλ
sca(N) Φλ(µ,N) =

∫ +∞

0

Qλ
sca(r)ψλ(r, µ) π r

2N(r) dr, (26)
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where the scattering efficiencies and extinction efficiencies are given by:

Qλ
sca(r) =

λ2

2 π2 r2

+∞∑
n=1

(2n+ 1)
(
|an(r, λ)|2 + |bn(r, λ)|2

)
, (27)

Qλ
ext(r) =

λ2

2 π2 r2

+∞∑
n=1

(2n+ 1)Re (an(r, λ) + bn(r, λ)) , (28)

and ψλ given by

ψλ(r, µ) =
λ2

2 π2 r2Qλ
sca(r)

(
|S1(µ)|2 + |S2(µ)|2

)
. (29)

S1 and S2 are the scattering amplitude functions given by:

S1(µ) =
+∞∑
n=1

2n+ 1

n(n+ 1)
(an(r, λ)πn(µ) + bn(r, λ)τn(µ)) , (30)

S2(µ) =
+∞∑
n=1

2n+ 1

n(n+ 1)
(bn(r, λ)πn(µ) + an(r, λ)τn(µ)) , (31)

where the sequence of polynomials (πn)n≥0 and (τn)n≥0 are defined by the recurrences:
π0(z) = 0, π1(z) = 1,

∀n ≥ 2 , πn(z) = z
2n− 1

n− 1
πn−1(z)−

n

n− 1
πn−2(z),

{
τ0(z) = 0, τ1(z) = z,

∀n ≥ 2 , τn(z) = z(τn(z)− τn−2(z))− (2n− 1)(1− z2) τn−1(z) + τn−2(z).

The coefficients an and bn in equations (27) and (28) are complex numbers called the Lorenz-
Mie coefficients, which are defined thanks to spherical Bessel functions. For more details on an
and bn, we refer to [232].
The numerical computations of the series introduced above require a truncation. The most com-
monly used truncation, taking into account the numerical difficulties encountered with Bessel
functions, is that of Wiscombe [233]:

E(v) =


v + 4v1/3 + 1 if 0.02 ≤ v ≤ 8,

v + 4.05v1/3 + 2 if 8 < v ≤ 4200,

v + 4v1/3 + 2 if 4200 < v ≤ 20000,

(32)

where E(v) is the truncation function of the size parameter v = 2πr/λ.
The physical significance of the phase function Φλ is important. Indeed, for a photon mov-

ing at the speed of light in a medium, the phase function gives the probability of the resulting
direction of the photon when it interacts with a scattering particle (water drop, snowflake, dust
aerosol or molecule of the air). The phase function Φλ for six radii of spherical water droplets
and different wavelengths from the visible to the thermal infrared range is shown in polar co-
ordinates in Figure 88. One angle θ = u · v is sufficient to represent this phase function due to
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the spherical symmetry. We can notice a very weak influence of the wavelength on the phase
function for small spheres (r = 0.05µm and r = 0.2 µm), which is in accordance with Rayleigh’s
theory under unpolarized incident light [231, 234]. On the other hand, for sphere radii beyond
0.5 µm, the influence of the wavelength is noticeable, and backscattering gradually disappears.
Finally, it should be noted that all of the curves presented in Figure 88 consider the variation in
the complex refractive index of water according to the wavelength.

Figure 88: Polar representation of the phase function for six radii (r) of spherical particles and different wavelengths
(λ).

An important remark concerns the dependence of the Mie coefficients an and bn on the size
parameter v = 2πr/λ. When v ≪ 1, Mie scattering is well approximated by the Rayleigh
scattering. For v ≪ 1, the laws of optical geometry (Snell-Descartes laws) can be used and in
the case of v ∼ 1, the Mie theory has to be employed. Note that the Mie regime for a rain drop
whose size ranges in (0.5 mm,7 mm) corresponds to electromagnetic frequencies between 40
Ghz and 600 GHz. Automotive radars operating around 77 GHz, Mie scattering theory is then
relevant for the radar performance assessment in rainy conditions.

The RTE (20) can be simulated thanks to a Monte-Carlo based algorithm (ray tracing) which
is reputed to require a lot of computing time. A particular case of Equation (23) is often used
in a way to achieve an analytical solution. It consists of eliminating the collision (integral) term
in (23) and assuming a constant source q. In this case, assuming there is no object and no local
source between points r0 and r = r0 + xu for x a real and u ∈ S2, we have:

Lλ(r0 + xu, u) = Lλ(r0, u)e
−βλx +

q

βλ

(
1− e−βλx

)
, (33)
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leading to the Beer–Lambert solution if q = 0:

Lλ(r0 + xu, u) = Lλ(r0, u)e
−βλx. (34)

The simple case presented above corresponds to the framework of the Koschmieder theory [235,
236] allowing the contrast between a black object and a sky background to be evaluated based on
visibility attenuation due to the extinction of the medium between the object and the observer.
This theory is used in image processing to artificially add fog to an image: the intensity I(x, y)
of a pixel (x, y) is linked to the intensity I0(x, y) without fog and an air–light intensity Is:

I(x, y) = I0(x, y) e
−βd(x,y) + Is

(
1− e−βd(x,y)

)
, (35)

where d(x, y) is the real-world distance between the observer (camera) and the real point as-
sociated with the pixel (x, y), and β is the extinction coefficient of the medium for the visible
range (λ ≃ 550 nm). The use of this simplified modelling of (23) needs only the knowledge
of the extinction coefficient (or equivalently the meteorological visibility), without having to
know the PSD. We illustrate how the use of PSD (and then of the phase function Φλ) can be
necessary for the simulation of radiation propagation in fog. The choice of the RTE modelling
is important for the simulated fog added to a clear image. The images in Figure 89 are obtained
with the Cerema Monte-Carlo based SWEET simulator [237] without/with fog (a and b) and
with the Koschmieder model for the same visibility and the same airlight radiance (c). A blur
effect can be noticed in the SWEET image, which is not the case for the Koschmieder image.
As we can notice in Figure 89c, Koschmieder’s model brightens the foggy image much more
than SWEET (Figure 89b). This can be critical because some objects in the scene are not even
visible with the SWEET simulation and are partially visible with the Koschmieder model (e.g.,
the two pedestrians on the right).

(a)

(b) (c)

Figure 89: Simulated images for the intra-urban scene with the SWEET simulator without fog (a) and with fog
(MOR = 20 m, (b)) and with the Koschmieder model (c) in day conditions.
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In [238], results on experiments made in the Cerema Fog and Rain PAVIN platform show the
sensitivity of extinction to the PSD of fog droplets. The simulated radiance (or intensity) thanks
to the RTE (23) with two different PSD are showing in Figure 90). It can be observed different
behavior of extinction for two fog PSD corresponding to the same meteorological visibility.
We can remark theat the sensitivity depends on the wavelength (visible range at 0,55 µm and
thermal infrared range at 12 µm).

Figure 90: Simulated intensity w.r.t. the distance of a lambertian source for a fog with normalized visibility 0,75
m with small droplets (blue PSD on the left) and bigger droplets (red PSD on the left) at wavelength 0,55µm (top
right) and 12µm (bottom right).

It is therefore necessary to take these effects into account in the simulations, and to have
controlled meteorological environments to validate the models. To this end, CEREMA’s PAVIN
BP platform (see Figures 91 and 92) can be used to produce artificial fog and rain whose
the characteristics can be measured and controlled (fog droplet size, meteorological visibility,
rainfall rate) [239].

4.5.3 Simulation of adverse weather conditions

To facilitate the process of testing and validating the sensors in adverse weather conditions,
the most effective method is to produce large realistic synthetic datasets with a wide range of
adverse weather conditions and different levels of intensity. Testing the sensors in real con-
ditions is expensive, hard to plan as the occurrence of such weather conditions is no easy to
predict precisely and is not reproducible. It is not the most effective way for this task. There are
two other ways to simulate adverse weather conditions, either using indoor facilities capable of
producing realistic artificial rain, fog, or snow, but the task is long, tedious and can be dangerous
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Figure 91: The Cerema PAVIN BP platform (source: Cerema)

Figure 92: Fog producing in the Cerema PAVIN BP platform (source: Cerema)
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(i.e. pedestrian detection) and too complex (i.e. dynamic scenes); or by developing numerical
simulation models which offer the possibility to produce an infinite number of different weather
scenarios. In both cases, the methods allow reproducible and controlled simulation conditions.

The main objective is to train ADAS algorithms with large datasets of simulated adverse
weathers before considering doing trials in real road conditions. Virtual adverse weather con-
ditions data remain the most effective way to get reproducibility, low cost and diversity in the
scenarios. Moreover, Johnson-Roberson et al. (2017) [240] explained that ”by training machine
learning algorithms on a rich virtual world, [. . . ] real objects in real scenes can be learned and
classified using synthetic data”. Some numerical simulation methods are time consuming, such
as Monte Carlo method, but the focus of this review of simulation methods is on noise models
dedicated to reproducing the effects of adverse weather for sensors such as camera, LiDAR and
RADAR. These noise models are easier to use and faster.

4.5.4 Adverse weather noise models

Simulating adverse weather conditions consist in reproducing the effect of hydrometeors and
particles present along the line of sight in the medium between the sensor and a target, using
physics or statistical principles. This section summarizes several examples of adverse weather
conditions simulation for camera images, LiDAR and RADAR signals.

∗ Dedicated to camera images :
The effect of adverse weather conditions on camera images has been the subject of several

studies in the literature in recent years. These studies concern the addition or removal of de-
graded weather effects in photo processing softwares (Photoshop), as well as for video games
scenarios (Grand Theft Auto V), or even cities webcams. Hence the methods to remove or to
add the effects of fog [241], rain ([242], [243]) or snow on images are well documented and
could be applied to images from autonomous vehicles cameras. Nevertheless, some methods are
time consuming hence not adapted to ADAS. In addition, studies in night conditions are quite
rare and yet important for the problem of adverse weather conditions for autonomous vehicles.

In He et al. [241] a method based on the statistics of outdoor haze-free images is used for
the dehazing of a single image using a dark channel prior. It was found that the darkest pixels
of those images (excluding pixels from the sky) have a very low intensity, close to zero, in at
least one of the RGB colour channel. By taking the minimum intensity values of each RGB
channel of the pixels of the image, it is possible to create a kind of filter called dark channel
prior. In the presence of haze, the intensity of the colour channel increase due to contribution of
airlight (i.e. atmospheric hydrometeors and particles), which gives an estimation of the airlight
transmission. This method has been a reference for several defogging/dehazing studies [244].

In order to train defogging algorithms or for semantic foggy scene better understanding, it
is sometimes necessary to create a dataset made of foggy images aligned with corresponding
none foggy images ([245], [246]).

One of the easiest way to simulate various adverse weather conditions is to start from clear
weather data and to add the effects of fog, rain, snow or any other adverse weather conditions
on those data.

• Simulating fog
The presence of fog or mist induce a loss of contrast in the images of visible cameras.
The most popular method to simulate fog is to use the visibility attenuation theory of
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Koschmieder defined a century ago [235]. This theory makes it possible to determine the
luminance of a black object on a sky background by an attenuation of the visibility due
to the extinction of the medium between the object and the observer. This attenuation of
visibility is also considered as that of an atmospheric veil or airlight.

The transmittance of a pixel at position (x, y) in the scene is a relation between the dis-
tance dx,y from a target to the observer and the extinction coefficient βext of the medium
(in m−1):

tx,y = exp(−βextdx,y) (36)

Based on the attenuation law of Beer Lambert, the object luminance Lx,y of a pixel (x, y)
at a distance dx,y with an intrinsic luminance L0;x,y and Ls, the luminance of the airlight,
is given by the relation :

Lx,y = L0;x,yexp(−βext · dx,y) + Ls(1− exp(−βext · dx,y)) (37)

According to Koschmieder, the visibility V (in m) is related to the extinction coefficient
βext, if we consider that the minimum contrast identifiable by an observer is 0.02 (i.e.
2%). That value has been adjusted later on to 0.05 (i.e. 5%) [247].

V =
−ln(0.05)

βext
(38)

The depth dx,y from the observer to the target is used to get the right estimation of the
transmission map which makes it an important parameter for an accurate simulation of
adverse weather on camera images. The extinction coefficient βext is considered as spa-
tially constant when the atmosphere is homogeneous.

To be valid, this theory respects some criteria :

– Horizontal vision, otherwise the extinction coefficient cannot be considered as con-
stant along the sight path.

– Daytime illumination conditions, without any other light source.

– The ground is flat, the atmosphere is static, uniform and none absorbing.

– The scattering of particles is independent of each other.

– The target is small compared to its distance from the camera.

Most studies consider that the camera response as linear, hence the luminance measured
intensity Lx,y can be replaced by the measured intensity of the camera. Zhang et al.
(2017) modified the Koschmieder law by taking into account the angles of the objects to
the horizon to adjust the depth value of the elements of the images [245].

Zhang et al. (2021) [217] made a review of some fog simulation studies using Koschmieder
theory and pointed out that some of the fundamental hypotheses are neglected in the used
datasets. The main negligences relate to the depth map estimation and the images of
the datasets without bright sky introducing an error on the background luminance value.
Both negligence have an impact on the estimation of visibility with too much or too little
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Figure 93: Perlin noise examples with different amplitude and frequency [26].

attenuation of the contrast of the image, giving incorrect fog representation and therefore
an unsuitable response from the sensor.

Guo et al. (2014) [248] used a Markov random field to estimate the transmission map.
Sakaridis et al. (2018) [246] added synthetic fog to real images with clear weather from
Cityscapes dataset. To overcome the problem of estimating the horizon sky luminance
in the images, they used the median values of the 0.1% of pixels with the largest dark
channel values (i.e. intensity values close to zero in the RGB channels).

For images taken in real world conditions, it is possible to get the depth information using
for example stereo imaging or LiDAR scan. The virtual vehicle environment simulators
such as CARLA (CAR Learning to Act), GTAV (Grand Theft Auto V) can also give that
information. SYNTHIA, Sim4CV, Cityscapes and KITTI datasets also provide the depth
maps of the images with more or less accuracy depending on the use of depth sensors or
not.

Several method make the assumption that the fog is spatially homogeneous making the
simulation easier. Nevertheless, natural fog is heterogeneous and therefore more com-
plex. It is constituted of many layers of non-homogeneous fog exposed to air and wind
turbulence. To simulate heterogeneous fog the most popular method in the literature con-
sist in applying a Perlin noise to the synthetic fog images ([26], [245]). Perlin noise gives
a heterogeneous fog density distribution texture that depends on noise amplitude and fre-
quency. By associating different Perlin noise (See [26], [245]) following a turbulence
equation (39) , with the extinction coefficient βext of the fog, it is possible to obtain a
heterogeneous fog density distribution. Figure 93 illustrates different examples of Perlin
noises [?] with various frequencies and amplitudes giving different textures (i.e. level of
heterogeneous fog density).

turbulence(x) =
N−1∑
i=0

noisei(x)

2i
(39)
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Giroud and Biri (2010) [249] modeled fog using a B-Spline function basis to construct
the extinction function and then used wavelets decomposition to generate different reso-
lutions. Their method makes is possible to produce an animated fog which is not possible
when using Perlin noise.

Simulating fog for camera images will be different for day-time or night-time scenarios.
For night-time fog conditions simulation, the light sources illuminating the scene are the
vehicle headlights, urban lightings and other secondary sources producing glow effects
around sources and shadows. It is then necessary to take into account the contribution
of each light source to each element of surface. The presence of a halo around a light
source and its size depend on the granulometry of the fog. Gallen et al. (2010) [250] pro-
pose a method that has been tested and validated through Monte Carlo-based simulation
with PROF (Photometrical Rendering Of Fog). Using several light sources with different
distances, they estimated the forward scattering due to fog droplets for nighttime condi-
tions, for advective or radiative fog. Their interest was on the characterization of heavy to
dense fog at night. The type of fog is classified based on its forward scattering properties
knowing the visibility and the relative error of the source intensity. The relative error is
computed as a tabulated function depending on the transmittance and the granulometry
of the fog. When the forward scattering is not well estimated, the estimation of the at-
mospheric extinction is biased and the visibility can be overestimated, especially for fog
with big droplets.

Sun et al. (2005) [251] use the OpenGL fog model on indoor simulated images to blend
the fog color with the object color, based on the distance from the observer to the object.
Their method takes into account the effects like glows around light sources, typical from
secondary light sources in the presence of fog and are able to reproduce the volumetric
effect of fog.

• Simulating rain
Simulating rain for camera measurements means being able to reproduce the rain steaks
characteristic of the camera exposure time and the speed of falling raindrops. It is related
to the drop size and the type and intensity of the rain, i.e. drizzle, widespread rain, and
thunderstorm. Rain can also affect the camera sensor by covering the camera lens. Rain
drops, as well as fog droplets, are often considered as spherical which makes them easier
to simulate by only knowing their radius.

Hasirlioglu (2020) [223] simulated rain fall with the ray tracing technique. Using this
technique different intersection matrices, regrouping parameters such as drop diameter,
closest hit or drop identifier, are created at a time step corresponding to camera exposure
time. When a drop identifier is present in several successive intersection matrices, a rain
streak will be represented.

Then, the colour of the virtual rain Cvir,(i,j) is simulated by merging the background
colour Cbkgd,(i,j) with a partially opaque bright colour, such as white or off-white, corre-
sponding to the rain colour Crain,(i,j) following the equation :

Cvir,(i,j) = αcam,(i,j) · Crain + (1− αcam,(i,j)) · Cbkgd,(i,j) (40)
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With αcam,(i,j) = (1 − µB) · Ccam,(i,j) , the opacity factor, a relation between the mean
brightness of the reference image µB and the scaling factor from the camera noise filter
Ccam,(i,j) created with the intersection matrices. It is also possible to consider the rain
colour as the mean colour of the ground truth image.

• Simulating snow
To simulate snow on camera images, it is necessary to know the position and size of snow
flakes. The method is similar to the one dedicated to rain. Elements such as wind or vehi-
cle speed produce a motion blur effect that must be reproduced. Von Bernuth et al. 2019
[252], use an equation with a relation between snow fall rate and snow mass concentra-
tion, for dense snow fall or regular snow fall, based on Koh and Lacombe [253]. They
use an exponential relation to defined the snow flake size distribution in relation with the
snow precipitation. Flakes are considered as flat crystals and defined as quads for light
snow. For dense snow, flakes are considered as thick aggregated and are represented as
three pairwise perpendicular quads. The blur effect is created by dividing each frame into
inter-frames based, on the exposure time of the camera and snow motion vector.

∗ Dedicated to LiDAR sensors :

• Simulating fog
Hahner et al. (2021) [254] developed a fog simulation method applicable to any real clear
weather LiDAR point clouds dataset with a bistatic beam configuration. From the LiDAR
equation [255], the fog is simulated by ”modifying the part of the impulse response that
pertains to the optical channel (i.e. the atmosphere)” [254]. The received powerPR(R),
which depends on the rangeR, is expressed as a time-wise convolution between the trans-
mitted signal power PT (t) and the impulse response H of the optical system, with CA a
system constant independent of time and range, c the speed of light.

PR(R) = CA

∫ 2R
c

0

PT (t)H(R− ct

2
)dt (41)

With the transmitted pulse PT depending on P0, the pulse’s peak power and τH , the half-
power pulse width, and time t:

PT = P0 sin
2(

π

2τH
t) if 0 ≤ t ≤ 2τH

0 otherwise
(42)

The algorithm of Hahner et al. (2021) [254] only needs four inputs parameters and a clear
weather point cloud with known intensity, which makes it easy to use.
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An object is considered as a hard target whose impulse response is a Dirac delta function,
while fog is considered as a soft target whose impulse response is a Heaviside function.
The received power in fog conditions is decomposed as the addition of the received power
from the hard target and the received power from the soft target.

Hasirlioglu (2020) [223] uses the relative sensor power LiDAR equation :

PR =
1

R2
βback · exp(−2

∫ R

0

γextdr) (43)

He explicites the expression of the backscattering coefficient of fog droplets based on the
DSD of the fog and the reflected volume of the laser beam:

βback =
π

4

∫ ∞

0

N(D)QbD
2 (44)

where N(D) is the number of drops of diameter D, and Qb the backscatter efficiency.
Under homogeneous assumption, the backscattering coefficient is constant. The extinc-
tion coefficient γext is calculated using the relation with visibility already mentioned in
the previous paragraph.

• Simulating rain
Goodin et al. (2019) [256] developed a mathematical model to evaluate the effect of rain
on the performance of LiDAR. The model is based on the LiDAR equation for a target at
a distance z from the sensor :

Pr(z) = El
cρ(z)Ar

2R2
τT τRexp(−2

∫ d

0

α(z ′)dz ′) (45)

With Pr the power received by the LiDAR sensor in W, El the laser pulse energy in J,
c the speed of light in m · s−1, ρ(z) the backscattering coefficient of the target, αz ′ the
scattering coefficient of the rain along the path of the target, Ar the effective receiver area
in m2 and, τT and τR the transmitter and receiver efficiencies.
The extinction coefficient α can be estimated based on a power law depending of the
rainfall rate R [257] :

α = aRb (46)

With a and b, constant values which depend on the DSD and the droplet velocity. Then,
after simplifications Goodin et al. (2019) [256] present the relative sensor power returned
by LiDAR expressed as a function of rainfall rate R, distance z and the backscattering
coefficient ρ :

Pn(z) =
ρ

z2
exp(−2aRbz) (47)

Chan et al. (2020) [229] present the results of a LiDAR model combining two noise
sources perturbating the LiDAR sensor applied on a LiDAR scan from a MATLAB
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dataset of a vehicle driving along a road. The first noise model is the one developed
by Goodin et al. (2019) [256] and the second noise model reproduces the effect of partial
occlusion of the lens blocking the emission of some LiDAR laser beams. To take into
account the noise introduced by the rain to the range measurement, the modified range z′

can be determined as follow, for a maximum variance of 2%:

z′ = z +N(0, 2az(1− e−R)2 (48)

The conclusion of their study highlighted that for both noise sources modelization, the
shapes of the objects around the AV in the point cloud are really perturbated by rain
drops. The article by Byeon et al. 2020 [258] focuses on modeling the effect of rain on
LiDAR performances taking into account the scattering effect of rain particles and the
region-dependent distribution of raindrops using precipitation data from three different
locations in the world.

• Simulating snow
Hahner at al. (2022) [259] present a study on the simulation of the effects of snow fall on
LiDAR measurements to train 3D object detection models. As for camera images, sim-
ulating snow fall is similar to simulation rainfall. The snow falls are sampled in the 2D
space and the effect of the geometry of the LiDAR beam is applied. They also take into
account the wetness of the road produced by the snow fall on the LiDAR point clouds.
To do so they use geometric optics and represent the wetness of the road as a thin layer of
water. In their study snow flakes are modeled as spherical particles and optical geometry
is used. The received power in snowfall is a superposition of multiple echoes associated
to snow particles or any other object in the laser beam.

∗ Dedicated to RADAR sensors :
RADAR sensors are mainly impacted in case of heavy rain fall and, as already mentioned in

the previous section, the effects of rain on RADAR are twofold: attenuation and backscatter.
Zang et al. (2019) [222] and Hasirlioglu (2020) [223] propose mathematical models to repre-
sent those effects of rain on RADAR signal :

- The attenuation effect, based on the RADAR equation :

Pr =
PtG

2λ2σT
(4π)3r4

V 4exp(−0.2γr) (49)

- The backscatter effect :

(
St

SB

) =
8σt

τcθ2BWπR
2
tσi

(50)

Using the parameters and variables presented in table 1.
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Variables Names
Pr Signal Power
Pt Tranmission Power
G Antenna gain
f Radar frequency
T Pulse duration
θBW Antenna Beamwidth
Pr Signal Power
σt Radar Cross section of target
FN Receiver Noise Figure
B Receiver Filter Bandwidth
T0 Thermal Temperature
St Power intensity of target signal
Sb Power intensity of backscatter signal
c Speed of light
V Multipath coefficient
γ Rain attenuation coefficient
σi Rain backscatter coefficient
λ Radar Wavelength
r Distance between radar and target

Table 1: Parameters and variables of radar equation

Snow and mist can also affect RADAR signal with attenuation and backscattering, it can be
modeled following the same equation than rain but with attenuation and backscatter coefficients
corresponding to rain [222].
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4.6 Real and virtual augmented and enhanced Data

Different methods and approches have been developed recently in order to mix real and
virtual data/scene or to improve the simulation rendering from information and models coming
from real data. It is possible to classify these methods in 3 categories:

• Enhanced Reality: Like Intel method, this category of processing consists to used mod-
els built from dataset with real data in order to take into account specific modifiers and
features in real images. From this model, the virtual image could be modified and im-
proved to give photo-realistic synthetic image.

• Augmented reality: This category consists to add artefacts and objects to a real or virtual
data stream (like Baidu and NVIDIA methods), or to add raw simulated data to the data
stream of a real sensor (like INRIA’s approach)

• Enriched Realities: Consist to add artefacts (real/virtual) to populate a scene (like Baidu
and NVIDIA methods)

4.6.1 INTEL: Post processing based AI from photo realistic rendering

Very recently, Richter and al [260] from INTEL present an approach to enhancing the realism
of synthetic images. The images are enhanced by a convolutional network that leverages inter-
mediate representations produced by conventional rendering pipelines. The network is trained
via a novel adversarial objective, which provides strong supervision at multiple perceptual lev-
els. They analyze scene layout distributions in commonly used data-sets and find that they differ
in important ways. They hypothesize that this is one of the causes of strong artifacts that can be
observed in the results of many prior methods. To address this they propose a new strategy for
sampling image patches during training. They also introduce multiple architectural improve-
ments in the deep network modules used for photo-realism enhancement. The results obtained
report substantial gains in stability and realism in comparison to recent image-to-image transla-
tion methods and a variety of other baselines. In the example given in [260] and presented in the
figure 94, an image generated by a graphical engine (i.e. image from modern computer game
(GTA V) is modified by applying the convolutional network. the convolutional network modi-
fies the initial image and enhance it to mimic the style of a data-set with real data (Cityscapes in
this example). Nevertheless this enhancements are semantically consistent and non-trivial. For
instance, the method adds gloss to cars (1st row of the figure), reforests parched hills to mimic
German climate (2nd row of the figure), and paves roads with smoother asphalt (3rd row of
the figure). Insets magnify marked regions. The question will be how is realistic the improved
images, not from the human perception point of view but more from a camera point of view.
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Figure 94: Convolutional networks to enhance the photo-realism of rendered images. Left: frames from a modern
computer game (GTA V). Right: same frames enhanced by the INTEL approach to mimic the style of Cityscapes

4.6.2 NVIDIA Omniverse, a way to generate Digital Twin and augmented reality

Recently, NVIDIA has develop an efficient and powerful series of library and simulation
softwares allowing to generate from their equipped vehicle an accurate digital twin with a dense
mesh. (https://www.youtube.com/watch?v=PWcNlRI00jo&t=2500s)

Figure 95: NVIDIA: Generation of Digital Twin from embedded sensors - Left: real scene, Right: Digital Twin
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Figure 96: NVIDIA: Generation of Digital Twin from embedded sensors with mesh generation and objects identi-
fication and reconstructing using an AI engine

Figure 97: NVIDIA: Add dynamic objects using NVIDIA DRIVE Map. The tow vehicle has been reconstructed
and moved. Virtual ball, child, and vehicle have been added to the initial scene

In this digital twin, NVIDIA can identify the vehicles and replace them by virtual ones by
using a Neural Reconstruction Engine in DRIVE Sim in order to build specific scenario (see
figure 98). Moreover, by using the digital twin in the NVIDIA DRIVE Sim, it is possible to put
new virtual dynamic objects in the simulation environment and use these virtual data in order
to enhance the real data and then provide the replay of a dataset with real data and apply an
augmented reality (see 99).

Figure 98: NVIDIA: Omniverse, DRIVE Sim, and digital twin for augmented reality. Left: original path with
virtual obstacle, Right: new path modifying the ego-vehicle moving
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Figure 99: NVIDIA: Omniverse, DRIVE Sim, and digital twin for augmented reality (virtual moving pedestrians,
bus, and cars) in a real scenario

This method of augmented reality is efficient but with some strong constraints. The aug-
mented scene and scenario are constraint by the initial scene in term of illumination, contrast,
and existing shadows. Nevertheless, it could be possible to add some weather conditions as fog,
rain, and falling snow but with the modification of the sky and the ambient light value.

4.6.3 BAIDU: AADS, Augmented autonomous driving simulation in a real scene

In 2019, Baidu presented an interesting way to generate augmented reality (see figure 100
for the functional architecture). This work has been made in order to develop and to validate au-
tonomous driving (AD) technologies. They started from the existing state-of-the-art approaches
for simulation using game engines or high-fidelity computer graphics (CG) models to create
driving scenarios. They highlighted that creating CG models and vehicle movements remain
mainly a manual tasks that can be costly and time consuming. In 2019, Baidu team thought CG
images still lacked the richness and authenticity of real-world images, and using CG images for
training leads to degraded performance. From 2019, a lot of improvements have been done in
this domain. Nevertheless, in their works, Baidu presents an interesting way for augmented au-
tonomous driving simulation (AADS). Their goal is to generate augmented real-world pictures
with simulated traffic flows to create photo-realistic simulation images and renderings. More
specifically, they used LiDAR and cameras to scan street scenes. From the acquired trajectory
data, they generated plausible traffic flows for cars and pedestrians and composed them into
the background. The composite images could be resynthesized with different viewpoints and
sensor models (camera or LiDAR). The resulting images seem to be photo-realistic (see fig-
ure 101), fully annotated, and ready for training and testing of AD systems from perception to
planning. Compared with the traditional approaches in 2019, their method offers scalability for
complexity and diversity management and realism with the capability to combine the virtual
environment with the richness of the real world.
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Figure 100: The inputs, processing pipeline, and outputs of our AADS system. Top: The input dataset. Middle:
The pipeline of AADS is shown between the dashed lines and contains data preprocessing, novel background
synthesis, trajectory synthesis, moving objects’ augmentation, and LiDAR simulation. Bottom: The outputs from
the AADS system, which include synthesized RGB images, a LiDAR point cloud, and trajectories with ground
truth annotations ([27])
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Figure 101: AADS, the capability of add virtual objects in real data in order to generate a large set of scenarios for
evaluation and validation of AV

4.6.4 Real-time augmentation of LiDAR sensor data

Even though simulation environments can play a fundamental role in testing and validating
advanced automotive algorithms to guarantee their safety and quality, they still present some
limitations cannot be the unique answer. In order to overcome these limitations, INRIA recently
proposed a new augmented reality framework that is intended to be a bridge between Vehicle-
in-the-Loop and real-world testing [28].

In the last years, several works made a significant improvement to go beyond ViL and com-
bine a virtual and real test environment. As these methods augment real test scenes with virtual
elements, we call them augmented reality. AR offers safe and efficient testing with virtual el-
ements but also rich, dense and realistic environments. Several approaches introduce AR at
object level. They represent the virtual elements by their position, speed, status and main char-
acteristics. There is no realistic sensor emulation. Object level AR does not require heavy
computation and allows light implementations. The simple representation of AR elements en-
ables to share them on communications between vehicles and with infrastructure. Thanks to
this, object level AR can be synchronised with several vehicles under test. It can also be cen-
tralised and computed in the infrastructure. In [261], Chen et al. present a unified fusion data
format to represent the AR scene at object level. Also, an implementation of object level AR has
been realised at the Mcity facility [262], it relies on the V2X communication protocol to intro-
duce and share virtual objects. Another implementation has been developed for the ZalaZONE
proving ground, it introduced the concept of Scenario-in-the-Loop [263]. SciL offers a mixed
reality framework where virtual objects are introduced on a communication protocol based on
5G. Also some sensors are emulated on the vehicle under test with a simple range sensor model.
However perception is a critical part of advanced automotive software and it can not be chal-
lenged by object level AR. A realistic sensor emulation is needed. AR has to be introduced
directly in the sensor detection, in the messages as they come out of the sensor drivers, and only
then perception can be tested in AR. Moreover scenes with partial perception, i.e. when some-
thing occludes part of the scene, cannot be recreated with object level AR but can be accurately
generated with sensor level AR. Also, object level AR cannot integrate virtual background ele-
ments such as for example infrastructure, trees or walls because they cannot be represented by
objects in the main communication protocols. In the meanwhile, any foreground or background
element can be real or virtual with sensor level AR. But sensor level AR requires rather heavy
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Figure 102: Example of LiDAR point cloud augmentation. The introduced virtual point cloud and initial sensor
point cloud are shown on the top. The technique, deployed on a vehicle, generate the fused point cloud and the
visualization of the augmented scene on the bottom.

computations to be executed in real time, this is a hard constraint on implementation.
The key aspect of the method proposed by INRIA is the design of a merge function allowing

a real-time augmentation of LiDAR data with virtual elements (see Fig. 102 and Fig. 103
for illustrative examples). This solution may open new possibilities for testing: a testing site
can very easily be populated with many and diverse virtual elements in order to create more
complex test scenarios. Virtual pedestrians or cars are easier to operate and offer richer and
more active behaviours (e.g. reacting to the ego-vehicle’s motion). Furthermore, all elements
of the test scenario that may induce a collision risk can be replaced by their virtual counterpart
to secure the tests in the early stages of development or to test the system in critical situations.
Virtual scenarios are also repeatable and this is a key feature to reproduce experiments. The
AR8 testing implementation accurately represents the virtual scenes and guarantees a consistent
fusion with the real world. So AR tests produce meaningful results that can be used to infer the
behaviour of the vehicle in the real world. Finally, as any element can be either real or virtual,
AR testing offers a smooth transition from simulation to actual testing. For these reasons, the
proposed AR framework can be a fundamental testing solution for the validation of advanced
automotive software. In particular, the main novel contributions that this work presented are:

• the design of a new framework enabling AR directly on sensor data;

• the data fusion methodology that allows the real-time augmentation of LiDAR sensor
data.

Even if this AR system does much more than ViL, it has the same architecture and several
modules in common with most ViL systems. Reusing the ViL topology which is described in
[264], the AR system consists of the four following modules:

• a virtual environment which contains a twin of the experimental vehicle;

• a synchronization module which updates the position and state of the virtual twin;
8AR: augmented reality
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Figure 103: Example of a point cloud obtained with Augmented Reality, seen from the vehicle prospective and
from above. The scene consists of an actual pedestrian and 6 actual construction cones on the left plus a virtual
pedestrian and the same set of cones on the right. Pedestrians are approximately 5m away from the vehicle. The
points are displayed in green for those of the ground and magenta for the other points.

• a sensor emulation which generates outputs from the virtual sensors and integrates them
in the actual sensors’ outputs;

• a visualization which helps testers to understand the AR scene.

Fig. 104 shows a schematic representation of the software framework. The periodic mes-
sages of the sensors of the real vehicle give rhythm to the virtual world. So all modules must
run in real time, their execution duration must be short compared to the period of the sensors.
This is a heavy constraint on the design and implementation of the final solution. For more
technical details on the different modules see [28].

Figure 104: Structure of the Augmented Reality framework presented in [28].

This framework for real-time augmentation on LiDAR data will be used and further tested
in the PRISSMA project, in connection with both WP2 and WP3. In particular, it will play a
central role in the POC organised in collaboration between INRIA and Transpolis.
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Figure 105: LiDAR-Aug: A General Rendering-based Augmentation Framework for 3D Object Detection pre-
sented in [29].

The following reference [30] because the authors propose Data Augmentation of Automotive
LIDAR Point Clouds by in degraded condition with adverse weather conditions.

Figure 106: Data Augmentation of Automotive LIDAR Point Clouds under Adverse Weather Situations presented
in [30].

4.7 Data sets and meta-material data bases

4.7.1 Data sets from real data

In order to evaluate the performances of the algorithms, some datasets are available with the
associated ground truth. Among these datasets, we can quote the large scale ATG4D object
detection dataset, and the small-scale KITTI object detection benchmark [8]. The ATG4D
dataset contains 5,000 sequences for training and 500 for validation. The sequences from the
train set are sampled at 10 Hz, while the validation set are sampled at 0.5 Hz. The entire data-
set contains 1.2 million sweeps for training, and 5,969 sweeps for validation. All sweeps are
captured using a Velodyne 64E LiDAR. The KITTI 3D object detection benchmark ([265]),
[266]) consists of 7481 training images and 7518 test images as well as the corresponding point
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clouds (captured by a Velodyne 64E LiDAR), comprising a total of 80.256 labeled objects.
For the training set, object annotations are provided within the front 90◦ field of view of the
LiDAR up to approximately 70 meters. For evaluation, KITTI computes precision-recall curves.
To rank the methods we compute average precision. KITTI requires that all methods use the
same parameter set for all test pairs. The development kit provided by KITTI contains details
about the data format as well as MATLAB / C++ utility functions for reading and writing the
label files. KITTI proposed to evaluate 3D object detection performances using the PASCAL
criteria also used for 2D object detection. Far objects are thus filtered based on their bounding
box height in the image plane. Only objects also appearing on the image plane are labeled.
KITTI notes that the evaluation does not take care of ignoring detections that are not visible
on the image plane — these detections might give rise to false positives. In order to validate
car detection, KITTI evaluation stage requires a 3D bounding box overlap of 70%, while for
pedestrians and cyclists we require a 3D bounding box overlap of 50%. Difficulties are defined
as follows:

• Easy: Min. bounding box height: 40 Px, Max. occlusion level: Fully visible, Max.
truncation: 15 %

• Moderate: Min. bounding box height: 25 Px, Max. occlusion level: Partly occluded,
Max. truncation: 30 %

• Hard: Min. bounding box height: 25 Px, Max. occlusion level: Difficult to see, Max.
truncation: 50 %

On October 2019, KITTI’s team has followed the suggestions of the Mapillary team in their
paper ”Disentangling Monocular 3D Object Detection” [267] and use 40 recall positions instead
of the 11 recall positions proposed in the original Pascal VOC benchmark. This results in a more
fair comparison of the results. In [31], the authors give an overview of main driving data-set
allowing the evaluation of the obstacle detection with different types of sensors.

Figure 107: The main Driving Data-Sets [31]
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About the road attributes detection and identification, CULane [268] dataset is widely used.
This data set contains many different challenging driving scenarios, like crowed, shadow, night,
dazzle light and so on. For light conditions style transfer, 3200 images in suitable light condi-
tions and 3,200 images in low-light conditions have been selected. These images are divided
according to a ratio of 3:1, which are respectively used as the training set and test set.

This data-sets could be interesting for virtual sensors and simulation platform in a process of
sensor modelling. For instance, [269] used a large scale data-sets containing large amounts of
sensor measurements in order to assess sensor performance and sensor modelling. This process
allowed to find and extract dominant sensor effects and to configure these effects in a sensor
model.

The nuScenes dataset (Caesar et al., 2019 [270]) is the first publicly available large-scale
data-set that provides data from the entire sensor suite of an autonomous vehicle, i.e., camera,
LiDAR, and radar. The full nuScenes data-set was released in March 2019 and consists of 1000
driving scenes in Boston and Singapore. Each scene is 20 seconds long and manually selected
to comprise diverse driving manoeuvres, traffic situations, and unexpected behaviours. The
data-set includes 1.4 M camera images, 390k LiDAR sweeps, 1.4 M radar sweeps, and 1.4 M
object bounding boxes in 40k key-frames.

In [33], the authors provide an interesting survey of Scene Driven Autonomous Data-sets
and Tool-sets. They start to propose a clustering of the Knowledge Map based Test Influencing
Factors Analysis (see figure xx). For each one of this cluster (key concepts and influencing
factors) they provide remarks, references, and relative data-sets (see figure 111).

Most deep multi-modal perception methods are based on supervised learning. Therefore,
multi-modal datasets with labelled ground-truth are required for training such deep neural net-
works. In In [32], authors summarise several real-world datasets published since 2013, regard-
ing sensor setups, recording conditions, dataset size and labels (see figure 108 and figure 109).
The mentioned datasets are mainly KAIST Multispectral, KITTI, Apolloscape and nuScene
dataset. The Eurocity dataset [88] focuses on vulnerable road-users (mostly pedestrian). The
BLV3D dataset provides unique labelling for interaction and intention.
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Figure 108: Datasets Deep Multi-modal Object Detection and Semantic Segmentation for Autonomous Driving -
part 1 ([32])
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Figure 109: Datasets Deep Multi-modal Object Detection and Semantic Segmentation for Autonomous Driving -
part 2 ([32])
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Figure 110: Knowledge Map based Test Influencing Factors Analysis [33]

Figure 111: Summary of Autonomous Test Datasets With Scenario and Influencing Factor Concerned [33]
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Figure 112: Scenario Driven Autonomous Driving Datasets Survey [33]

Figure 113: Scenario Driven Autonomous Driving Toolsets Survey [33]
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4.7.2 Data sets from virtual data

But these data-set are mainly build from real sensor data. More and more companies propose
Synthetic Data-sets for ADAS and Autonomous Driving and mainly for automotive training and
validation data.

One way to overcome the limitations of the datasets with real sensor data is by data aug-
mentation via simulation. In fact, a recent work [164] states that the most performance gain
for object detection in the KITTI dataset is due to data augmentation, rather than advances in
network architectures. Pfeuffer et al. [111] and Kim et al. [110] build augmented training
datasets by adding artificial blank areas, illumination change, occlusion, random noises, etc.
to the KITTI dataset. The datasets are used to simulate various driving environment changes
and sensor degradation. They show that trained with such datasets, the network accuracy and
robustness are improved. Some other works aim at developing virtual simulators to generate
varying driving conditions, especially some dangerous scenarios where collecting real-world
data is very costly or hardly possible. Gaidon et al. [165] build a virtual KITTI dataset by in-
troducing a real to virtual cloning method to the original KITTI dataset, using the Unity Game
Engine. Other works [166]–[171] generate virtual datasets purely from game engines, such as
GTA-V, without a proxy of real-world datasets. Griffiths and Boehm [172] create a purely vir-
tual LiDAR only dataset. In addition, Dosovitskiy et al. [173] develop an open-source simulator
that can simulate multiple sensors in autonomous driving and Hurl et al. [174] release a large
scale, virtual, multi-modal dataset with LiDAR data and visual camera. Despite many available
virtual datasets, it is an open question to which extend a simulator can represent real-world
phenomena. Developing more realistic simulators and finding the optimal way to combine real
and virtual data are important open questions.

The main benefits of using simulated driving scenarios and simulated sensor data are:

• Data Generation: Driving simulators can generate virtually unlimited data configuration
in controlled environment for research and testing purposes. Apart from the main scene
images, Simulation stages also allow to export different vehicle configuration data and the
data from virtual and realistic sensors attached to the ego vehicle. Furthermore, the data
generated can be automatically annotated. This automated annotation stage eliminates
the need for the labor-intensive manual annotating process and provide accurate enough
ground truth.

• Varying vehicle, cyclist, pedestrian, and traffic conditions: The driving simulators
include various vehicle and sensor models, pedestrians, and cyclists. The diversity of
these road scenes and traffic actors allow training for classification on different shapes,
sizes, colours, and behaviours of vehicles, cyclists, pedestrians, and other road users.

• Dynamic Traffic, Weather, and Lighting Conditions: The vehicles, sensors, driving
simulators provide high fidelity traffic simulation, supporting dynamic changes in traffic
density, time of day, lighting, and weather conditions, including rain, snow, fog, dust
adverse and degraded conditions. All these aspects and potential disturbances can be
generated in a controlled way with repeatability constraints.

• Rapid Scenario Construction: Typical road networks can be easily laid out using the
in-built tools and are automatically connected for routing and navigation purposes.
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It is the case of Cognata company (https://www.cognata.com/datasets/) which provide syn-
thesis data with accurate ground truth. But it is the case of the main popular simulation plat-
forms for AV with a sufficient realistic simulation engine. In these vitual dataset, the following
can be mentioned:

• SYNTHIA Dataset also provides a collection of synthetic image and annotation. This
dataset is one of the best examples of datasets generated using simulated environments
for Autonomous Driving research. SYNTHIA consists of photo-realistic frames rendered
from a virtual city and comes with precise pixel-level semantic annotations for thirteen
classes, i.e., sky, building, road, sidewalk, fence, vegetation, lane-marking, pole, car,
traffic signs, pedestrians, cyclists and miscellaneous.

• Synscapes: Magnus Wrenninge and Jonas Unger. Synscapes: A photorealistic synthetic
dataset for street scene parsing. arXiv preprint arXiv:1810.08705, 2018.

• VIPER: Stephan R Richter, Zeeshan Hayder, and Vladlen Koltun. Playing for bench-
marks. In ICCV, 2017

• Virtual KITTI 2: Yohann Cabon, Naila Murray, and Martin Humen-berger. Virtual kitti
2. arXiv preprint arXiv:2001.10773, 2020

4.7.3 Data for interactions between sensors and environment

We have to speak about modelling and data such as BRDF, Antenna diagram, propagation
channel, RCS for RADAR, satellites constellation and atmosphere layers modelling.

5 State of simulation environments, platforms and tools

5.1 Simulation Platform Requirements

A simulation platform for AV development needs to be custom-built in order to support the
testing based on standards described above. Some of the key requirements include:

• Easy creation of complex interactions: The simulation engine should allow developers
to put the system under many edge case tests to support SOTIF analysis

• Requirements traceability: The simulation platform should support careful traceability
on both sides of the development V-cycle to help teams understand high-level coverage
and specific failures

• Supporting unit and integration tests: Modular testing is important to identify issues
and trace quality of subsystems

• Repeatable results: The core simulation engine should provide identical results for a
well-defined scenario across different compute platforms

• Configurable fidelity: Both high-fidelity models such as detailed sensor models and
simple mathematical models are required in the platform to support AV teams while min-
imising computational costs

• HIL compliant: Complete system testing including hardware tests is important for final
testing and needs to be supported by the simulation platform
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5.2 VIL, HIL, MIL, SIL

5.2.1 SPHEREA U-TEST® Hybrid test system state-of-the-art

As a test solution provider for Systems Manufacturers, SPHEREA has delivered test systems
in various domains (Aerospace, Railways, and Energy markets) and for various types of usages
from early simulation until maintenance test systems.

5.2.1.1 Overview

The first criteria to consider when designing a test system is defining its functional appli-
cation domain: In which phase of the System Under Test (SUT) lifecycle tests have to be
performed? Indeed, three main tests domains can be considered at first level:

• in development phase Tests are targeting Functional checking and qualification,

• in serial production phase, Tests are targeting compliance to validated design checking,

• in operational usage phase, tests are targeting Fault identification and diagnostic.

Those different tests domains were traditionally managed by different teams and as sequen-
tial silos. Yet with systems based on hardware and a growing part of functions performed by
software, the need to cycle those domains and being able to crosscheck non regression or opti-
mize test campaigns becomes critical. A global management of Test strategy and means over
the complete lifecycle of a SUT is the only way to enable efficient upgrade/correction change
on deployed SUTs. With AI embedded in autonomous systems, this global Test strategy con-
sistency will become a key driver for successful system deliveries and support.

5.2.1.2 Early design stages: Virtual engineering

In early design phases: the system under test (SUT) is a representative model of a system
of interest (SOI). In this case, the test system has to execute the model of the SOI, simulate
its environment, and the exchanges between the model and its environment (see section 2.3:
Virtual engineering). The performed test if based on full virtual (modeled) test configuration.
Some key factors must be accounted:

• Environment and/or the expected SUT may involve different physical fields (mechanic,
thermodynamic, power electronic, logical electronics, radio frequency,. . . ). Usually mod-
elling and simulation environment have preferred applications fields and may not be valid
over all the expected fields. That’s why the virtual test is usually associated with integra-
tion of heterogeneous simulation engines. The reuse of performing existing simulation
models or capabilities enforces the use of standard of execution platforms like FMI or
ED247.

• Validity of the simulation: how the results of the simulation is close to the behaviours
of the real system? If the simulation is a co-simulation of different kind of simulation
models, this aspect can be very complex to evaluate before real system can be deployed
for physical tests.

• Is the simulation executed on the same computing node (either real physical node, or log-
ical software node with its own context), or distributed (across multiple physical nodes,
or across multiple processes on the same computer)
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• If the computing nodes are distributed, how are synchronised the simulations inputs and
outputs? Do all these computing nodes have to share a common simulation clock? If so,
how are these clocks synchronised between the nodes, and what is the error of synchro-
nisation between these clocks?

• Evolution of the SUT and the test system: when the components of a system are provided
by many different suppliers, it’s more likely that the several models supplied will have
different maturity along the life-cycle of the whole simulation. In this situation, the envi-
ronment simulated by the test system has to manage these evolutions, and help providing
confidence and reuse of the simulations results obtained with the previous versions of
the configuration of models. The concept of virtual test bench is helpful for designing
and managing the configuration of the whole simulation (composed of the model of the
system and the virtual bench).

• In order to ease transitions between the different test stages (Virtual/HIL&SIL/hybrid),
consistency on relevant information shall be initiated at this stage :stage: Reuse of existing
information: the definition of the system’s interfaces at both physical (cable, connector)
and logical (data encoding) layer is a long and costly task. The test system must be able
to use the available information, whatever how the information’s data is stored.

Figure 114: Virtual Bench

In virtual mode, U-TEST® is used to do “Model In the Loop” (MIL) and “Software In the
Loop” (SIL). The benefit of MIL is that it can quickly test concepts and models of the system
from modelling tools like MatLab Simulink, Scade, AMESim or FMI 2.0. In SIL, the model is
now validated under its compiled form.

5.2.1.3 Integration, Verification and Validation: HIL & SIL

Later in the development process of a system of interest, once the real SUT is available
and before deploying in its operational environment a test system is required to stimulate the
inputs, monitor the outputs and simulate the environment of a system of interest to go through
the different test sequences required to integrate, verify or validate the SOI. This kind of test
system is named HIL (Hardware in the Loop), or SIL (System in the Loop) depending is the
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system under test is complete or not. The second use case of U-TEST system is hardware in the
loop.

In a Hardware In the Loop (HIL) configuration, the real equipment in the loop, the bench is
used in a way that it can interface with a physical equipment under test. The bench generates
signals destined to the equipment, which after processing sends back several data, which are
acquired by the bench and then processed in a feedback loop. In order to allow an optimised
and efficient IVV campaign of the SUT, one key aspect of the Test System is to allow efficient
instrumentation of the complete Test Configuration while performing the test campaign. It
implies that time performances of the instrumentation are often more challenging then on the
SUT.

Figure 115: Test bench with physical equipment: left with equipment in loop, right with retro-action feedback

This type of bench is an extension of the HIL bench. Now, the entire system is tested, with
the entire configuration of software and mechanical components. Furthermore, in opposition to
the hardware in the loop, sensors and actuators are real in this configuration. Their simulation
is therefore not possible, they must be stimulated (for sensors) and submitted to contrary-efforts
based on the system physical environment model.

In addition to the constraints listed for virtual engineering test system, HIL and SIL test
systems brings additional constraints and requirements:

• Real-time loop frequency: this constraints is an extension of the simulation validity listed
previously when applied to a real system. Depending on the main timing constraints of
the real system of interest, the minimal simulation step of the test system may vary from
hundreds of milliseconds to few microseconds. The technology involved greatly depends
on this factor.

• Interfacing the test system with the system under test may vary from simple, but often
costly, instrumentation resources (analog, digital or bus acquisition/generation electronic
devices) to mechanical interfaces specifically developed to adapt the simulated environ-
ment with the system under test.
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• The allocation of physical instrumentation resources to the simulations channels can be
complex and requires dedicated technology to easily route and allocate often thousands
of electrical connectors to the instrumentation resource. At logical level, the allocation of
simulated channels to their physical counterpart also brings complexity due to the often
large amount of combinatorial possibilities.

• Dysfunctional scenario or system resilience check require the test system to be able to
inject error both at logical level and physical level, like creating short circuits or open
circuits without creating physical damages to the SUT (and the Test Solution).

5.2.1.4 The hybrid test system

As the time-to-markets constraints decreases the delay between concepts and delivery of the
systems and the increasing number of components has increased the complexity of the systems,
the frontier between pure virtual test systems and pure HIL test systems has more and more
became a limit in the transmission of verified definition information between the design offices
and IVV departments. Evolution to systems configurations due to software upgrades (corrective
or evolution) associated with certification requirements require full cycle test campaign with
aggressive schedules and cost management. Test systems is now meant to enable the seamless
transition from virtual engineering to hardware in the loop tests, managing the configurations
of the virtual systems and virtual testing at the same time as the configuration of the real system
of interest and its verification and validation environment. The MPVE cycle illustrates the
interleaving of the lifecycle of the simulation models of the system of interest and the system of
interest itself. The hybrid test system is the enabling system that enables the transitions between
the V cycle of the simulation model and the V cycle of the system of interest.

Figure 116: MPVE V cycle
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5.2.1.5 U-TEST® test systems

U-TEST® based test systems are able to address the full range of constraints of an hybrid
test system. Using open standards for all its interfaces (simulation data exchange, simulation
model execution, resources allocations, clock synchronisations, test sequence, test control and
command), U-TEST® test suite is an enabler for the development of Hybrid Test Benchs with
heterogeneous Models Simulation types (MathWorks, AMESIM, . . . ) integration with real
physical SUT components.

U-TEST® is based on a group of modules and plugins which allow to adapt throughout the
system’s whole V life-cycle.

During the down-phase of the V life-cycle, U-TEST® is used to validate concepts via fast
prototyping and validate models through simulations.

Figure 117: Down-phase and up-phase of the V-cycle

During the up-phase of the V life-cycle, U-TEST® is used during the integration and valida-
tion phases of a system before its deployment.

5.2.1.6 U-TEST® workflow

The typical workflow of test campaign is detailed in the figure below:

Figure 118: The different stages of utilisation of the U-TEST®

• Login and Access Control

149



[L2.3] Final State Of The Art Deliverable - WP2

• Test preparation :

– Import/Create SUT interface configuration

– Import/Create simulation model

– Allocate simulation channels to real I/O

– Import/create replay data

– Import/Create simulation model HMI (custom synoptics)

• Test Execution:

– Control & Command the test system and simulations

– Record data

– Monitor simulation data

• Test Post-Processing, where the operator performs analysis of the data recorded during
the test

5.2.1.7 Synoptics

UI customisation in U-TEST™ enables domain engineers to create dedicated user interfaces
for control/command of the whole test environment. A synoptic display is a graphical operator
interface that represents the structure and current state of a complex system (a set of devices).
It is composed of basic elements so called widgets like labels, meters or bar graphs.

Figure 119: Synoptics of the U-TEST®

5.2.2 ESI-UGE: Pro-SiVICTM , ImPACT 3D, perSEE, SiVIC MobiCoop

5.2.2.1 Pro-SiVIC: Initial needs and requirements

Since 2002, the Pro-SiVIC platform has been developed in University Gustave Eiffel then
by CIVITEC and now ESI group in order to provide an efficient and reliable answer to the
prototyping, the test, the evaluation, and the validation of firstly ADAS and now for CAV. For
upstream prototyping, it was necessary to have:
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• An alternative solution to real experimental means:

– Prototyping, testing and evaluation of ADAS before actual integration

– Handling of controlled conditions and environments

– Definition and exploitation of use cases in boundary and dangerous conditions

– Design cycle in W

• The possibility of generating and replaying “sensor” databases similar to those obtained
in real conditions.

• The possibility to prototype of HIL and SIL applications

• The capability to implement distributed and cooperative applications.

– Requires a modular, scalable and dynamic software architecture

– Use of complex and realistic dynamic models

– Communication bus for communication simulation (NS3)

• An efficient way to prototype new generation and technology of sensors.

– Requirements specification for non-existing sensors (capability, behaviour, technol-
ogy ...)

• References and ground truth for ADAS assessment and sensor calibration

• Tools for visual demonstrations involving vehicles, environment and sensors.

In order to provide a answer to this demands, a first architecture with a first set of automotive
sensors was developed. This fist version of Pro-SiVIC allowed to guarantee a full loop architec-
ture with an interconnection with RTMaps platform. The fist communication mechanism used
optimised FIFO (see figure 120).

5.2.2.2 Efficient communication library for distributed architecture

A couple of year after, in order to prototype and to implement distributed solutions for large
scale applications (embedded and infrastructure cooperation) and complex sensors implemen-
tation, the DDS library was made. This new way to manage distributed set of synchronised
softwares has been used in DIVAS project (HMI in vehicle, fog density assessment from in-
frastructure, control of Variable Message Sign, communication between car and infrastructure,
management of events). (see figure 121)

In FUI eMOTIVE, FUI SINETIC, and ANR ABV projects, the functionalities of Pro-SiVIC
were strongly extended in order to prototype CAV. In eMOTIVE, the efforts were focused on
the development of new physical realistic sensors (RADAR, GPS, cameras ...), on platforms
interconnection (i.e SCANeR, AMESIM, RTMaps ...) with Pro-SiVIC, and the proposal of
procedure and protocols for simulation tools and sensor models evaluation and validation. This
last topic is very close of PRISSMA objectives.

From all these works, a more generic and inter-operable simulation platform has been devel-
oped in University Gustave Eiffel. This architecture is mainly focus on the implementation of an
efficient multiple computers, multiple softwares, and multiple Operating Systems architecture.
(see figure 124)
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Figure 120: First generation of Pro-SiVIC platform for prototypage, test, evaluation of ADAS (source: Univ-
Eiffel)

5.2.2.3 perSEE platform and Have-it project: from virtual to real prototyping

The perSEE platform (see figure 125) has been developed in order to prototype, to test, to
evaluate, and to validate embedded real applications, modules, and functions with real and vir-
tual data with a generic way. This development has been done in eFUTURE European project
and the PerSEE box has been used in the Tata Motors prototype in the Gaydon test tracks for
new generation of active ADAS with a ”green aspect” to mixed advantages of automated driving
and eco-driving. The goal is to process virtual and/or real data without difference for hardware
and software ADAS architecture.The PerSEE platform was made from previous works done in
the European FP7 Have-It project. In this European project, an implementation of a highly au-
tomated driving system was made on automotive Electronic Control Units (ECUs). It integrates
perception components, which use the combination of high-level sensors to map the environ-
ment, a co-pilot, which finds an optimal trajectory in this environment, and a control component,
which guides the vehicle on this trajectory. The cooperation between human and automation
is managed by the driving Mode Selection and arbitration Unit (MSU) and Human-Machine
Interface (HMI) components. The co-pilot and control components have been implemented on
AUTOSAR-based ECUs, the other components in the RTMaps environment on a standard PC.
It has been first been tested on the simulation tool pro-SiVIC and was then transferred to a
physical vehicle on test track. It was the first real use of the W design cycle.(see figure 126).

5.2.2.4 SiVIC MobiCoop: Generic and interoperable architecture for CAV prototyping,
test, evaluation, and validation

The FUI SINETIC project has for objective to assess if existing simulation platforms and
models (communication, vehicles, sensors, propagation channel ...) was good enough to build a
full and efficient simulation environment for the design of cooperative intelligent transport sys-
tems (C-ITS) involving automated vehicles. In this project, two ways was proposed to address
this topic: The system level and the component level.
The objective of the system level was to simulate all the components of the system (vehicle,
infrastructure, management centre, etc.) and its realities (roads, traffic conditions, risk of acci-
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Figure 121: DDS implementation for distributed simulation on several softwares and several computers (source:
Univ-Eiffel)
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Figure 122: Multi-platform distributed simulation architecture proposed in eMOTIVE and SINETIC projects
(source: Univ-Eiffel)

Figure 123: Real time interconnection of Pro-SiVIC (dynamic car modelling) and SCANeR Studio (traffic gener-
ation) for a distributed simulation architecture in eMOTIVE project (source: Univ-Eiffel and AVS)
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Figure 124: Virtual distributed simulation architecture for CAV prototyping, test, and evaluation (source: Univ-
Eiffel)

Figure 125: PerSEE: Generic and adaptive platform for evaluation and validation of embedded systems [34]
(source: Univ-Eiffel)
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Figure 126: Have-It: Highly automated driving on highways: system implementation on PC and automotive ECUs
[35] (source: Univ-Eiffel)

dent, etc.) with a simple and low level of modelling. The objective a this level was to validate
usage scenarios taking place over a large scale geographic area involving a full city and more
than a couple of hundred equipped vehicles.In this level the POC was developed with already
existing iTETRIS (NS3, SUMO, and iCS scheduler) and SCANeR driving simulator platforms.
The component level was made to accurately model the characteristics and behaviours of the
various components (vehicles, sensors, communication systems, etc.) with physico realistic
way. This level can be seen as a very accurate zoom of a specific area of the system level. In
this level, the area is limited to a quarter and to less than 30 equipped vehicles. The implemen-
tation of such a modelling requires the expression of finer characteristics for the C-ITS:

• modelling of the environment in which the vehicles operate;

• modelling of vehicular means of communication;

• modelling of the ”intelligence” either embedded in vehicles or integrated into the road
infrastructure.

In the component level (see figure 124, three softwares were selected for the development of
the ”component” simulator (second POC):

• Pro-SiVIC, a simulation software for sensors, environment and vehicle dynamics;

• NS-3, a network simulator containing functions for simulating vehicular communica-
tions;

• RTMaps, a real-time prototyping software for on-board systems allowing the processing
and management of data for intelligent vehicles.

The component level platform is called SiVIC-MobiCoop. This project has proposed 2 POCs
with 3 specific use cases (cooperative emergency braking, cooperative platooning, Automated
driving and global risk assessment) and a set of KPI, metrics and procedures in order to quantify
the quality of the C-ITS applications.
The last 2 years, SiVIC-MobiCoop has been strongly improved with the last version of NS3,
the development of a new more efficient communication library (DDsL), and the last version of
RTMaps. This simulation architecture is able to generate cooperative frame of perception data
similar to the real one. In this way, it is possible to merge both real and virtual communication
messages. (see figure 127)
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Figure 127: Real and virtual facilities architecture for CAV prototyping, test, and evaluation (source: Univ-Eiffel)

5.2.3 Vehicle in The Loop application

According to Euro NCAP, Vehicle-in-The-Loop is intended to be included in future test pro-
tocols. Therefore, some OEMs, Tiers-1, Simulation software providers have launched studies
and Proof of concept to explore Vehicle in the loop concept.

5.2.3.1 Porsche - IPG Automotive CarMaker®

A communication video [271] on IPG automotive website (date: August 2020) states that
they have supported Porsche in enabling Vehicle in The Loop testing. According to the video,
this activity has been done for Verification & Validation of Active Lane Keeping System. As a
consequence, Object perception seems not to be included in this Concept, only Road Marking
Perception seems to be done.

5.2.3.2 Renault - Prototype Vehicle Equipment

Another project has been led by Renault [272], again powered by IPG Automotive. The use
case are quite similar to the Porsche one. The few differences are that the function under test is
Adaptive Cruise Control.
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Figure 128: IPG CarMaker®and Porsche screenshot

Figure 129: Renault architecture proposal for Vehicle In The Loop

5.2.3.3 IDIADA CAVRide platform for Vehicle in The Loop

CARLA Simulation software has also been used for Vehicle in The loop testing. The function
under test is AEB and for this particular test, VRU Child crossing the road at 4 kph. This project
was run by IDIADA [273].
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Simulation Software Function Under Test Comments

IPG CarMaker Lane Keeping System
OEM or Tier-1 : Porsche
Lane Perception emulated
No raw data injection

IPG CarMaker Adaptive Cruise Control
OEM or Tier-1 : Renault
Lane and Objection perception emulated
No raw data injection

CARLA Autonomous Emergency Braking
OEM or Tier-1 : IDIADA
Object perception emulated
No raw data injection

Figure 130: IDIADA showcasing their ViL Concept

As a synthesis, we can find here, a recap table with ViL activities and the Simulation Software
used :

5.2.3.4 ESI-Univ-Eiffel’s platform for HiL and ViL

In the frame work of several project, several HiL and ViL architectures have been developed
and proposed by University Gustave Eiffel and ESI. The first one was made with a road making
painting robot (see figure 131). The interconnection of both Pro-SiVIC and the painting Robot
allowed to prototype a new accurate control algorithm for slow speed robot. The robot replaced
the images coming from its embedded cameras by the raw images generated by Pro-SiVIC in
order to detect and to follow the road marking in the virtual environment. The full loop was
made in this platform.
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Figure 131: University Gustave Eiffel: Interconnection of real painting robots and Pro-SiVIC (source: Univ. Eiffel)

In the framework of eMotive project, an interconnection of Pro-SiVIC embedded in a real
automated prototype (307 Peugeot). The goal was to validate sensor models implemented in
Pro-SiVIC in real conditions on the Satory test tracks. In the embedded instance of Pro-SIVIC,
several functionalities was used: a GPS model, a camera model, the vehicle dynamic, the digital
twin of the Satory test track. In same time and in real time we collected and used RTK GPS,
Trimble GPS, and camera data. The use of RTK GPS data allowing in real time to control the
Pro-SiVIC camera in order to be positioned at the same location. In same same we collected
simulated GPS data with real Trimble data in order to validate the simulated model (see figure
142). Finally a third platform was made with the same Prototype in order to obtain a full virtual
immersion of the driver in the real vehicle (with an OCULUS helmet). The objective of this
platform was to allow, for a driver, to drive in a virtual environment (highway, urban, rural
areas) but with a real filling of the vehicle dynamics. This platform was developed in 2 project
(PARTAGE and SINETIC). First results have been presented in [274] with the interconnection
of SCANeR and RTMaps. In this platform, a scenario generator provide the virtual environment
rendered in a RV helmet (Nvisor MH60). A RTK GPS provides the positioning and orientations
of the real vehicle and a projection was made in order to control the virtual position in real time.
In this platform, the real driver with the RV helmet drove the real car and evolved in a virtual
urban area. In this virtual area, the goal was to react to a virtual pedestrian crossing the road
behind a bus. The driver had to react to this sudden event. If not, an emergency braking system
reacted to this event. The continuity of this work was done with Pro-SiVIC and RTMaps in
the FUI SINETIC project with a new RV helmet (OCULUS). All this previous platform will be
merge in the Univ-Eiffel’s ImPACT 3D platform.
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Simulation Software Function Under Test Comments

Pro-SiVIC and RTMaps
Road marking detection
Road marking following

Univ-Eiffel
Real road marking detection
raw data injection
(image from virtual camera)

Pro-SiVIC and RTMaps GPS and ego-localisation

Univ-eiffel
real Localisation algorithm
and camera control
raw data generation (GPS)

SCANeR and RTMaps
immersive driving
emergency braking with VRU
(driver or ADAS)

Univ. Eiffel and AVSimulation
real Localisation data
camera control
real emergency braking,
obstacle detection emulated
headtracker system

Pro-SiVIC and RTMaps immersive driving

Univ. Eiffel and ESI
real Localisation data
camera control
headtracker system

Figure 132: Architecture of the VR ADAS test system

Figure 133: Mapping of the virtual environment on Satory test track
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5.3 Sensors and information sources

Autonomous transportation systems seek to automate partially or fully tasks typically per-
formed by a human operator. These tasks are numerous and they range from understanding a
vehicle’s surroundings, interacting in a smart way with other actors in the scene and executing
a sequence of maneuvers to navigate safely across the environment.

Scene understating, in particular, is an area of great interest to researchers and engineers
working on smart mobility systems. Data coming from different kinds of sensors are the input
to perception and localization algorithms that aim at detecting and classifying objects in the
ego-vehicle environment. Giving the great importance of high-quality sensory data in the de-
velopment of safe and performing ADAS and AD systems, sensors models having been a major
R&D subject and many organisations have worked on developing such models.

As shown in the Figure 134, AVSimulation embeds in its simulation platform, SCANeRTM

studio, three different levels of sensor models that are optimised for specific needs and use-
cases. This modelling is based on the following interpretation of a real-world smart sensor: a
device that processes signal propagating in the real world and outputs a object list to the ADAS
system. It can be understood as a sequence of different stages; in the preprocessing one, the
sensor detects a physics property (e.g. luminosity) in the environment, performs a set of initial
operations and outputs raw data (e.g. a gray-scale image) to the second module, detection
/signal processing, which produces a list of relevant objects in the scene (targets list), that is
finally fed into the object tracking module, responsible for tracking a given object over time.

In simulation, the three levels of sensors (L1, L2 and L3) interact with the virtual environ-
ment (i.e. extract information from it) through one or more layers (semantic layer, 3D world
model and physics layer). Conceived primarily for automotive applications, SCANeRTM studio
uses the open format RoadXML©[275] to describe a terrain’s semantic layer.

The semantic layer contains a high-level description of the environment in terms of its topol-
ogy (element’s location and connections with the rest of the network) and logical information
(element’s signification). The second layer corresponds to the 3D world model, that contains a
terrain’s geometric description (meshes, triangles and textures), as well as the full environment
3D representation.

The level 1 corresponds to an ideal representation of the real-world sensor. It uses the
3D simulated world and its semantic layer to deliver the full list of objects detected to the
ADAS/AD system. A L1 sensor applies geometrical detection alongside with the semantic
layer to compute the object list. Users may add a statistical noise model to introduce generic
disturbances to the model. The main advantage of such level of modelling is the efficiency
(real time implementation) and simplicity. But, since it does not include the underlying physics
phenomena into the model, it lacks realism when compared to the other two levels of sensor
modelling: level 2 and 3.

The level 3 sensor model corresponds to the most realistic one, and it incorporates into the
computation information about the physics layer of the environment. This layer describes the
3D World model with physics based properties (material light reflection, EM waves propaga-
tion, temperature sensibility etc). The aim of this model is to deliver super-realistic raw data
that can feed the real sensor processing. It does that by simulating the electromagnetic waves
propagation, using a ray-tracing technique of solving the asymptotic formulation of Maxwell’s
equations. The EM radiation emitted by the sensor model into the 3D virtual world will poten-
tially hit millions of surfaces (called ”EM contributors”) and interact with them in four different
ways, according to the physical optics: reflection, diffraction, transmission and scattering. Part
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Figure 134: Sensor modelling levels present on SCANeRTM studio.

of the emitted signal is them detected by the sensor, that goes into a preprocessing stage that
finally outputs realistic raw data.

Since a large amount of EM contributors are computed at each simulation step, the L3 sensor
model is not prone to run in real time. In order to keep the physics based aspect of it and yet
deliver a real time implementation (under certain conditions) the Level 2 sensor model has been
introduced. It adopts a slightly simplified ray-tracing technique, optimized for decreasing the
execution time while keeping a realistic physics-based behaviour. At this level of modelling, a
generic processing is used (alongside with ground truth provided by the 3D layer) to generate a
target list.

5.3.1 Real time implementation and use

5.3.1.1 SCANeRTM studio sensors package

Several level-1 sensor models are available within SCANeRTM studio simulation environ-
ment, namely Radar, Camera, LiDAR, GPS, E-HORIZON and Light Sensor.

The camera model can have three types of outputs: the raw image of the scene, a list of
detected targets in the sensor’s field-of-view and information about the road markings. This list
of output options should cover the needs of teams working on perception algorithms (interested
in the raw image) as well as teams working on sensor fusion or path planning, interested on
target lists usually generated by a smart sensor, e.g. [276] that detects and tracks vehicles on
the road ahead providing range, relative speed and lane position data.

The LiDAR (LIght Detection And Ranging) is a 3D environmental mapping device using
laser remote sensing. The device sends laser beams into several directions and the time taken
to receive the reflection emitted by the target object makes it possible to assess the distance to
the latter. Therefore, it is possible to establish a point cloud of the environment. Beyond the
geometry, additional information can be obtained through the intensities of the points obtained.
The intensity depending on the physical characteristic of laser beams and receiving surfaces.
In SCANeRTM, the intensity is modelled by the bidirectional reflectance distribution function
of the materials used to describe the SCANeR objects. These make it possible to represent in
particular the reflectance, and the nature of the surfaces. The image 135 shows a comparison
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Figure 135: Lidar L1 on SCANeR

between data from a Velodyne VLP 16 Lidar and data collected from simulation.
The GPS sensor model outputs the position of a vehicle in WGS84 coordinates (latitude,

longitude, altitude) using RoadXML project information. It outputs data that may be fed into
the E-HORIZON sensor model, whose goal is to describe the road geometry with its related
attributes based on a vehicle’s position and a digital map (ADAS horizon). The purpose of the
light sensor is to compute the illuminance received bu the sensor from light sources located into
its field-of-view.

5.3.1.2 Sensor-realistic simulation with Ansys AVxcelerate

With the 21R3 release of AVxcelerate, Ansys published an API for physics-based sensor
and headlamp simulation, compatible with any driving (or flying) simulator from the market.
Connectors with AVSimulation SCANeRTM and IPG CarMaker are provided out of the box.

For sensor-realism, Ansys uses an accurate description of the environment, and provides a li-
brary of materials describing di-electric properties for the radar and measured optical properties
for the camera and lidar simulations. The optical library describes the reflectance (brdf: bi-
directional reflectance distribution function) for every incident / reflection angle of light, for the
visible range and up to 1600nm for the infrared. These measurements come from proprietary
optical measurement devices (figure 136).

Figure 136: Optical Measurement Devices for camera and LiDAR simulations (source: Ansys)

All sensor models aim to mimic the real sensor behaviour in real-time (all simulations are
running on the GPU). Outputs are always provided in the International System of Units:

• The camera model uses the accurate light and spectral material description mentioned
previously. For a front camera, usually behind a windshield, the camera model will take
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into account the windshield distortion, the camera lens (lens distortion and transmission,
lens coating, aperture size, focal length) and the camera imager (resolution, size, expo-
sure, noise, dynamic range, bit depth, gain, framerate, ...). Put together, the lens and
imager models simulate the conversion of photons into electrons inside the camera. This
camera model can both be used for Software in the Loop and Hardware in the Loop with
an injection box. Fisheye cameras can be simulated. A typical use case in the industry
would be first to use Ansys SPEOS for packaging studies (to find the best location of
each camera and visualise their field of views), and second to use Ansys AVxcelerate for
real-time simulation in open or closed loop simulations.

• The thermal camera: through a technical collaboration, FLIR Systems have integrated
a fully physics-based thermal sensor into Ansys AVxcelerate to model, test, and validate
thermal cameras designs within an a realistic virtual world.

• Like the camera, the flashing and rotating LiDAR models use the same accurate light
and material description to simulate the raw waveform output. The user can describe the
shape, peak and wavelength of the light pulses generated by the emittor, and a receiver
model can be defined with parameters describing its resolution, distortion and sensitivity.
The ability to simulate retro-reflective materials contribute greatly to the accuracy of the
simulation, as we find many retro-reflective materials on the road (traffic signs, cats-eyes,
...).

• Whilst real-time physics-based radar simulation has always been a challenge for the
community, Ansys introduced in February 2021 the first real-time simulation of MIMO
(Multiple-Inputs Multiple-Outputs) radars, characterised by a high number of transmitters
and receivers. A single-channel radar operating in a realistically complex traffic environ-
ment can even go up to 160 fps ([277]), so it is also possible to simulate several radars in
real-time. The radar model simulates micro-doppler effect created by the vehicle wheels,
walking / running pedestians and cyclists. In terms of output, the user can access either a
range-doppler map (figure 137) or the raw radar output (I/Q data), from which an angle of
arrival and a point cloud can be generated for each target. False radar detections regularly
seen on the road due to metallic objects can be simulated with the Ansys real-time radar.

5.3.1.3 Physical and realistic modeling in Pro-SiVIC

In case of microscopic and nanoscopic simulation of the sensor behaviour, it is necessary to
develop physical and realistic sensor models. This type of modelling need to implement differ-
ent layers: wave modelling, electronic modules modelling, antenna modelling, and propagation
channel modelling. In the figure 138, a presentation of the different classes of disturbances
impacting the data and the operating of a sensor is given. The set of propagation channel’s
disturbances is not exhaustive but give a good enough overview of what we need to consider in
order to obtain accurate enough sensor model.

University Gustave Eiffel and ESI group have applied this type of modelling for a great
number of sensors: RADAR, LiDAR, cameras, GPS, INS, Odometer, consumption, .... In Pro-
SiVIC several type of automotive sensors with different types of modelling are provided:

• The LiDAR: different level of LiDAR are available. The more complex version is based
of specific raytracing. A less complex model uses an adapted version of the depth map.
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Figure 137: Radar simulation from Ansys, here in co-simulation with SCANeRTM (source: Ansys)

Figure 138: The different types of disturbances in the propagation channel (source: Univ Eiffel)
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Moreover a set of filters allows to take into account a great part of the existing distur-
bances (dust, rain drop, fog ...). The obtain results are available in [278] and are shown in
the figure 139. This sensor model considers automotive LiDAR disturbances generated
by rain drop, fog, and dust clouds caused by natural phenomena, mechanical or man-
made processes like a travelling vehicle and has been validated in comparison with real
LiDAR.

• Cameras: Pro-SiVIC provide a great set of camera models involving CMOS cameras,
omnidirectional cameras (cyclop), and fisheye cameras with the same disturbances than
in real life (light adverse conditions, nigh conditions, rain and fog configuration). This
sensor has been validation with DXO bench and with real cameras [183]. This model also
takes into account HDR texture and the different features of a real camera (Noise, Fog,
Optical deformation, Glare, Rain and rain drop impact and effects, Depth of Field, Self
exposure, Auto focus ...). Some screenshot are provided in figures 86 and 141.

• RADAR: several level of RADAR are available. The more realistic and complex model is
based on GPU processing and a Illumination of the road scene by a electromagnetic wave.
This modelling considers the electronic part, the wave modulation/propagation/processing,
the antenna, and the propagation channel in order to rebuild a signal very close to the real
one with multiple reflexions and doopler effect. Figure 140 shows some data coming
from this sensor.

• GPS: The GPS model is based on an optimised raytracing mechanism with the mod-
elling of the different atmospheric layers. More over, a multiple reflection mechanism is
available and interact with the environment and the existing building. Some tests have
been made on the Satory test track with natural GPS, RTK GPS and the simulated GPS
embedded in a real car on the real test track. The result is shown in the figure 142.

Figure 139: LiDAR modelling with realistic result (source: ESI group)
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Figure 140: RADAR modelling with the different levels. a: low level with raytracing and ”lobe” model, b: use
of a real RCS, b and d: physical based RADAR for realistic model with propagation channel, antenna, and wave
generation and processing (source: Univ. Eiffel and ESI group)

Figure 141: Camera by night with headligth (source: ESI group and Univ. Eiffel)
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Figure 142: Simulated GPS result on the Satory test track in comparison with real GPS. The simulated NMEA
frame positioning is projected in a GoogleEarth map (source: Uni. Eiffel)

5.3.2 Off line or post processing

5.3.2.1 Physics-based Radar model

Thanks to the collaboration with “Oktal-SE Synthetic Environment”, a French company of
the SOGECLAIR group, SCANeRTM studio embeds physics-based sensors. Such models use
a fully ray-tracing engine able to resolve asymptotic formulation of Maxwell equations taking
into account physical optics and geometrical optics to simulate the wave propagation. Figure
143 shows more details of the physics-based simulation environment applied to Radar waves,
tuned for time efficiency (L2) or improved realism (L3). For the latter case, we calculate the
EM wave propagation with ray-tracing, that produces EM fields at the entry of the sensor. These
fields can be recorded and used to include the processing (EM field) and compute tools (such
as providing range-Doppler maps). In the other hand, the real-time physics model uses an
accelerated ray-tracing, followed by a processing stage that delivers Radar data in the form of
polar plots.
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Figure 143: Physics-based Radar

Figure 144 shows an example of an urban scene and the range-Doppler representation output
by the Radar model Level 3. On this scene, the physics properties of vehicles, metallic barriers,
building and road are modelled. Colours on the range-Doppler map are linked to intensity
of the EM field received by the Radar antenna. In this map, the vertical line on right-hand
side corresponds to static elements in the scene (whose relative speed to the ego-vehicle is
proportional to its forward speed) and the remaining signal is linked to rays that hit the target
vehicle directly or indirectly (coupling effects of waves bouncing between objects are taken into
account).

Figure 144: Simulation scenario and physics-based Radar output data (range-Doppler representation).

5.4 Traffic simulation and microscopic modelling

This section focuses on the models for simulating Automated Vehicles (AV) and human
(HV) in traffic simulators, and presents a literature review of the lane-changing models and
approaches, as well as the main limitations they have today. A concept for modelling Automated
vehicles driving involving both longitudinal and lateral trajectory control is introduced.

The inputs of the microscopic models for the conventional traffic simulation are usually
the idealised key measurements of vehicle movements (e.g., speed, difference in speed, time
headway, spacing, reaction time ), and the outputs are the accelerations for continuous-time
car following models and speeds for discrete-time car following models (Treiber and Kesting,
2013 [279]; Laval et al., 2014 [280]; He et al., 2015 [281]). Such simplifications help to cap-
ture the major features of vehicle dynamics and traffic flow dynamics. In contrast, for AV
driving strategies, it is necessary to investigate each component within the sensing-recognition-
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decision-action loop of automated driving. Although the outputs can be simplified as the accel-
eration/steering values that are similar to microscopic models for HV (Human-driven Vehicle)
traffic flow, the inputs are usually raw data from various sensors (e.g., laser point cloud data,
image/video data). Such raw data often contains richer information but is much more complex
than the one perceived by human drivers. The usual way to simulate Autonomous Vehicles
with microscopic traffic model [282] consists in adapting the parameters of HV to reproduce
Vehicles driven by an autonomous machine (e.g. reduction of the reaction time to 0.5s and
implementation of smoother deceleration). Recently, some intermediate models were proposed
to enrich the inputs of the microscopic models for traffic flow so that the obtained analysing
results could be shared by both HV traffic flow studies and AV design. The inputs of these
intermediate models are kept simple but not too simple to keep an appropriate balance between
model complexity and model accuracy. For example, Wang et al. [283] proposed an input
presentation method that takes the traffic snapshots during the last few sampling times. In this
intermediate models each traffic snapshot is a two-dimensional occupancy grid that reflects the
traffic situation around the subject vehicle. Gueriau et al. [284] build a car-following model for
AV that generates a ”ghost” leader from the simplified information and data collected by the
AV at every time-step.

In these HV models, it is necessary to take into account a set of factors relevant to the
microscopic models. Nevertheless, some of the presented factors are applicable to human but
are not applicable for well-developed AVs (Haiyang Yu 2021 [285]). The factor only usable for
UV models are:

• Socio-economic characteristics (e.g., age, gender, income, education, family structure).

• Imperfect driving: For the same condition, drivers may behave differently at different
times.

• Driving skills (mainly relative to age and training).

• Distraction level.

• Reaction time of the system.

• Estimation errors: Spacing and speeds can only be estimated with limited accuracy.

• Context sensitivity: Traffic situation may affect driving style.

• Desired speed. For HV, this factor is clearly dependant on skill and Aggressiveness of the
driver

• Desired spacing. For HV, this factor is clearly dependant on skill and Aggressiveness of
the driver.

• Desired time headway.

About AV, the main factor to consider are the following:

• Reaction time. Much shorter than HVs

• Estimation errors: Spacing and speeds can only be estimated with limited accuracy. Much
smaller than HVs or non applicable
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• Aggressiveness or risk-taking propensity. Depending on types of AVs

• Perception threshold: Drivers cannot perceive small changes in stimuli. Depending on
types of AVs

• Temporal anticipation: Drivers can predict traffic situations for the next few seconds.
Depending on types of AVs

• Spatial anticipation: Drivers consider the immediate leading and further vehicles ahead.
Depending on types of AVs

• Driving needs. Applicable to AV

• Context sensitivity: Traffic situation may affect driving style.

• Desired speed. AV must respect traffic rule.

• Desired spacing. In AV, this factor must be respected due to risk constraint.

• Desired time headway.

Modelling of longitudinal and lateral movements for mixed traffic suggest to consider the
car following paradigm in several ways: First, the vehicle (and the driver) may react differently
to their leader [282] depending on the combination of the types of the two vehicles (their own
and the leader). Second, the lack of lane discipline in the traffic stream causes drivers to react
not only to their leader but also to other vehicles on the other road lanes (lateral aspect). Fur-
thermore, the lack of lane discipline and the variability in vehicle widths result in situations in
which vehicles (and by extension drivers) do not strictly follow a leader. For example, vehi-
cles may follow their leader only partially in a staggered way. They may follow two leaders at
the same time or be squeezing between two leaders. Finally, in road sections with unseparated
bidirectional flow, vehicles may also respond to oncoming traffic sharing the same roadway. It
is for this reason it is relevant to address this section with 2 sub parts (longitudinal and lateral
models)

5.4.1 Longitudinal models: Car-following models

Longitudinal Movement Models generally describe how a following vehicle reacts to a lead
vehicle in the same lane. A large number of car following models have been proposed in the
context of homogeneous traffic. These may be classified based on behavioural assumptions. In
[286] the Car-following models based on utilised model logic and assumptions are shared in 3
main groups:

• the top-down group, starting from the macroscopic scale to achieve microscopic mod-
elling of drivers’ behaviour: The main contributor of this group is the Newell’s mode
[287]: The following vehicle is supposed to adopt the same trajectory in space and time
as the one adopted by its leader with a delay τ and a gap δ. The spacing defined by (τ, δ)
is full dependent on the macroscopic features of the traffic.

• the bottom-up group, modelling the microscopic behaviour of the driver, then checking
the compliance of the model with macroscopic traffic trends. This group can be refined
by:
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– Gazis-Herman-Rothery (GHR) mode: The following vehicles’ acceleration is
proportional to the subjected vehicle (own vehicle), the speed difference between
the follower and the leader, and the space headway.

– Safety-distance mode: the follower always keeps a safe distance to the vehicle
ahead. Among the existing model, the most famous is probably the Gipps Model.
The Gipps model is successful in switching between free flow and following situa-
tions.

– Psychophysical car-following mode (Wiedemann): These models use threshold
values.” Drivers react to vehicles when the set threshold for relative velocity (speed
difference between a follower and a lead vehicle) or spacing is reached.

• the IA-based group, where the car-following model directly results from the application
of Artificial Intelligence process: This category of models involves the use of theory like
Artificial Potential Field ([288]), or elastic band theory. Some more recent approaches are
based on neural network, deep learning, or Reinforcement Learning [289] methods with
post learning or real time learning of driving manoeuvres.

Car following models have also been extended to more general acceleration models that also
consider free flow situations in which the subject driver does not closely follow a leader.

In traffic simulation, a well known longitudinal model is called Intelligent-Driver Model
(IDM) ([290]). This modelling takes into account accelerations and braking deceleration of the
drivers. The IDM is a microscopic traffic flow model where each vehicle is seen as an active
”particle” in the simulation. Such model characterizes the traffic state at any given time by
the positions and speeds of all simulated vehicles. In case of multi-lane traffic, the lane index
complements the state description. More specifically, the IDM is a car-following model, so
for longitudinal modelling. In such models, the decision of any ”driver” to accelerate or to
brake depends only on its own speed, and on the position and speed of the ”leading vehicle”
immediately ahead. Lane-changing decisions, however, depend on all neighboring vehicles.
The model structure of the IDM can be described as follows:

• The influencing factors (model input): consist on the own speed v, the bumper-to-
bumper gap s to the leading vehicle, and the relative speed (speed difference) Delta v of
the two vehicles (positive when approaching).

• The model output: concern the acceleration dv/dt chosen by the driver for this situation.

• The model parameters: describe the driving style, whether the simulated ”driver” drives
slow or fast, careful or reckless, and so on.

In [285], a set of representative car-following models of AV-involved traffic are presented.
Considering the factors presented previously, a set of assumptions on car-following models for
AV-involved traffic are enumerated:

• AVs aim for optimal performance

• Driving of AVs is complex and may adopt different motion control laws from time to
time. However, most existing car-following models only reflect one type of control laws.

• Everything that cannot be well explained by the model is treated as noise/disturbance for
the parsimoniousness of the model.
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In this study, it appears that the psychophysical-physiological models that directly depict drivers’
actions based on the visual angle subtended by the leading vehicle are generally unsuitable for
being applied to AVs, as with onboard sensors AVs can accurately measure its gap toward the
leading vehicles. Similarly most conventional stimulus-response car-following models (e.g., the
GHR model) are not adopted for AV-involved traffic, as the human drivers’ reaction described
by those models significantly differ from that of AVs.In recent studies, researchers adopted and
modified a set of car-following models better designed to describe AV-involved traffic. Among
these models more adapted to AV driving modelling, we can mentions desired measure models,
safety distance models, optimal velocity models, and ACC/CACC controller models.

• Desired measure models: Desired measure models usually assume that vehicles aim to
reach both desired speed and desired headway simultaneously. For example, Intelligent
Driver Model (IDM) is one of the most popular models that use desired measures ([279]).

• Safety distance or collision avoidance models: Different from desired measure models,
safety distance models focused on maintaining sufficient spacing to the leading vehicle
rather than the relative speed. As a result, safety distance models usually reserve a rela-
tively large gap for AVs compared to other types of car-following models for AVs. [291]
proposed a new concept of Responsibility-Sensitive Safety (RSS) to derive the collision
avoidance condition for AVs.

• Optimal velocity models: The first optimal velocity (OV) model was proposed in Bando
et al. [292] to reveal the link between microscopic driving behaviours and macroscopic
traffic flow measures. The OV models assume that each vehicle has an OV that is depen-
dent on the gap from the leading vehicle. The original OV model in Bando et al. [292]
characterised the acceleration of subject i as the scaling difference between the actual
velocity vi(t) and the OV that is written as follows. The new OV models dedicated for
AVs still hold the assumption about the sensitivity coefficient but usually determine the
OV based on the information of gaps among a few consecutive vehicles with the aid of
V2X communication. By appropriately choosing a car-following model function, it is
possible to fully employ the additional position and speed information of other vehicles
to improve local traffic flow stability and smooth shock waves. For [293] the Intelligent
Driver Model (IDM) also belongs to this category of Optimal Velocity Models.

• ACC/CACC controller models: To address the string stability of traffic flow, a variety
of controllers for AVs were proposed by the researchers in vehicle studies to keep AVs
running at an ideal speed regarding their leading vehicles in a vehicular platoon ([294],
[295]). Field tests show that such new models can guarantee the string stability of AV
platoons.

5.4.2 Lane changing models

Dynamic models involve first the longitudinal models. There are many literature review done
on those models which are well-known approaches. Toledo, 2007 [296] and Olstam and Tapani,
2004 [297] are valuable surveys on car-following models among them, and Saifuzzaman et al.,
2014 [37] describes the human factors to model car-following. But longitudinal manoeuvres
are not sufficient and it gets relevant to extend the reachable domain to the lateral manoeuvres
in a second time. Indeed, in given situations like critical situations with crash, the lateral ma-
noeuvres offer solutions. This paper focuses on the lateral models (lane-changing) which are
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more challenging. In a third time, the longitudinal and lateral models must be coupled to make
a full dynamic model.

This literature review is based on the references of three important papers surveying the
existing lane-changing models. The oldest Moridpour et al., 2010 [298] provides a critical
review of the lane-changing models with a classification of the decision making approaches
such as described in Fig 2. Those are divided in two branches: the driving assistance models
and the driving decision models.

A few years later, Rahman et al.[36] use and complete this review by proposing a new classi-
fication of the lane-changing models including the most recent studies, shown in Figure ??. The
paper opposes the microscopic models to the macroscopic models and the hybrid models (mix
of microscopic and macroscopic models). It focuses on the lane changing microscopic models,
which are divided into four general categories:

• Rule-based models

• Discrete choice-based models

• Artificial Intelligence models

• Incentive-based models

Figure 145: Classification of lane-changing models [Rahman et al., 2013][36]

Both surveys present the existing limits of lane-changing models which are:

• Lack or absence of dynamic description for the lateral trajectory of the lane-changing
manoeuvre,

• Necessity to get a large amount of data on actual lane changing trajectory to calibrate the
models’ parameters and to validate them.
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Later, the literature review of Zheng, 2014 [299], on the recent developments and research
needs in modelling lane changing completes the work of the two aforementioned surveys.It
draws a line between two categories of lane changing models: those which describe the lane-
changing decision making process, and those which quantify the impact of lane changing be-
haviours on the road driving environment. In this study, the research need to develop a lane-
changing model capturing decision-making and impact on the surrounding traffic rises. In ad-
dition, there is the necessity to develop a model providing lane-changing trajectory accurately
close with low margin of error to the actual trajectories. Evaluating the impact on the mixed
traffic being our goal, it appears an improved lane-changing model is required for a multi-
criteria evaluation. But, we have to keep in mind, that usually there are two steps in planning
lane-changing trajectories for AVs. The first step is to consider what kind of lane-changing
trajectories are allowable, and then select a suitable family of curves (shape) for planning lane-
changing trajectories.

5.4.2.1 Lane changing models for human behaviours modelling

The referenced lane-changing models listed in the aforementioned studies are detailed and
regrouped in the following categories. Most recent papers published after Zheng, 2014 [299]
are also added to the existing list of models:

• Psychological and cognitive: Espié et al., 1994, Champion et al., 2001, Champion et al.,
2002; Bornard, 2012 [300]; Bellet et al., 2018 [301];

• Rule-based: CORSIM: Halati et al., 1997; Wei et al., 2000; MOBIL: Treiber and Helbing
2002; ARTEMIS: Hidas and Behbahanizadeg, 1999; Hidas, 2002; 2005; Jesting et al.,
2007;

• Cellular automaton: Nagatni., 1993, 1994; Nagel et al., 1998; Rickert et al., 1996; Wag-
ner et al., 1997; Wolfram, 1983; Fukui and Ishibashi, 1996 (stochastic TCA); Nagel and
Schrekenberg, 1992 (TCA); Nagel and Paczuski, 1995; Takayasu and Takayasu, 1993
(slow to start TCA); Borlovic et al., 1998; Borlovic, 2003 (Velocity dependant random-
ization TCA)

• Fuzzy logic based: Ma, 2004; Mendel, 1995; McDonald et al., 1997; Brackstone and
McDonald, 2000; Wu et al., 2003; Das and Bowles, 1999 (AASIM); Das et al., 1999;
Moridpour et al, 2012

• Game Theory: Kita, 1999, Kita, 1993; Pei and Xu, 2006

• LC Incentive: Laval and Daganzo, 2006; Laval and Leclerq, 2008; Duret et al., 2011;
Zheng et al., 2013;

• Probabilistic: Worrall et al., 1970; Pentland and Liu., 1999; MITSIM: Yang and Kout-
sopoulos 1996; Zhang et al., 1998; Amhed, 1996, 1999; Sheu and Ritchie, 2001; Singh
and Li, 2012; Toledo and Katz, 2009 (Hidden Markov Model); Wang et al., 2019 [302]

• Data-driven deep learning: Li et al., 2015 [303]; Xie et al., 2019 [304]

• LC implementation process: Enke 1979; Nelson 1989;Chovan et al 1994, Shamir, 2004;
Yao et al., 2013 (data driven LC Implementation); Ding et al., 2013 (BP Neural Network
model)
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5.4.2.2 Lane changing models for automated vehicles modelling

There are very few lane-changing models which can be applied on purpose to automated
vehicles. Indeed, the conception of lane-changing models are based on human behaviours to
capture their decision making process, and therefore does not fit a non-human decision maker.
However,some models can be applied indistinctly to human and nonhuman driving behaviours:

• Fuzzy interference system based model: Balal et al.,2016 [305]

• Lane-changing implementation process: Enke 1979; Nelson 1989; Chovan et al., 1994,
Shamir, 2004; Yao et al., 2013; Ding et al., 2013

While those models are said to be fit for Automated Vehicles modelling, they actually present
no specificities to this kind of driving for they are human-related. In the prospect of our re-
search, we selected the model developed by Vanholme et al. [306] which fits best for Auto-
mated Vehicles with both integrated car-following and lane-changing models with in addition a
comprehensive implementation process.

5.4.2.3 Literature review: a short synthesis

The three surveys of Moridpour et al., 2010 [298]; Rahman et al., 2013 [36] and Zheng, 2014
[299] provide interesting classification on the currently existing lane-changing models,mainly
to capture human-driving behaviours. In addition of those, a few more papers published after the
later complete the review. The classification of lane-changing models presents various strengths
and weaknesses. The most important limitation of those models for our research needs is an
inaccurate description of the lateral trajectories during the lane-changing process. In addition,
the decision making process is rather discrete and irreversible when it should be continuous and
reversible. All three surveys accord themselves on the need of large set of data to calibrate the
parameters and validate the models based on closeness to actual lane-changing trajectories.

An important remark concern the limit of usual tracking models such as IDM or Gipps.
The main drawback is probably their ”collision-free” component (TTC ≥ threshold) which
prevents an impact in terms of risk from being measured.

An interesting synthesis about advantages, weaknesses, and human factor consideration have
been proposed in [37] and a synthesis is given in the figure 146.

A synthesis also is provided but for driving models involving human factors (see figure 147).

5.4.3 Micro-Simulation calibration and validation

Micro-Simulation calibration processes aim at finding the parameters of the simulation that
will minimize the difference between observed data and modelled data. This process, math-
ematically introduced in [307] can be assimilated to an optimisation process. It necessitates
heavy computation capacities and only certifies the validity of the simulation for the specific
use case of the observed data. The complete calibration process, apart from the simulator itself,
requires at least 4 main elements:

• The parameters that will be modified to obtain the best possible performance (i.e. which
minimises the discrepancies between an observed database and a modelled one). In [308],
Maheshwary et al. have shown that this calibration is generally performed with a number
of parameters varying between 2 and 15 depending on the objective of the simulation.
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Figure 146: Comparison of the Car Following methods with strengths and weaknesses ([37])
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Figure 147: Comparison of the Car Following methods involving human factors with strengths and weaknesses
([37])

Those parameters are the key of the whole process and are generally selected by experts
or relying on basic statistical tests such as ANOVA.

• A cost function that expresses the difference between the observed and the modelled
data. This cost function can be multidimensional. If travel time if often used as a cost
function, for the sake of microscopic behaviour validity, other Measures Of Effectiveness
(MOE) can be used such as the desired speed, acceleration and deceleration in the works
of Li et al. ([309]). To evaluate the validity of the micro-simulation in terms of safety,
the speed can be used but Cunto et al. ([310]) proposed a more specific Crash Potential
Index (CPI) which relies on the vehicles speed differences, interdistance and deceleration
capacities. As many vehicles are modelled in the simulation, these cost functions are
represented as statistical distributions. Thus, the final MOE used are statistical indicator
such as the mean difference, Root Mean Square Error (RMSE) or other errors indicators.

• A database containing all in-situ observations.

• An optimisation procedure. In a majority of research works, evolutionary algorithm are
used for the calibration process as they can deal with several parameters but also with
multidimensional cost function. In their paper from 2017, Yu et et al. ([311]) proposed
a comparison and a combination of a genetic algorithm and a tabu search algorithm and
also provided a list of methods used previously on different kind of simulators. In this
class of genetic algorithm, Huang et al. used a specific algorithm called NSGA2 as Non
Sorting Genetic Algorithm that is famous for performing multi objective optimisation.
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5.4.4 Micro-Simulation Modelling Tools for Human-Driven and Autonomous Vehicles
involving communication

A number of traffic micro-simulation packages are available, proposing either open source or
commercial versions. They can simulate various real-world network configurations, problems,
and solutions. Each computer simulation software package employs different car-following
behaviours, lane-change, and gap-acceptance models, as discussed in the previous section. The
most popular microscopic simulation tools for traffic generation are:

• Advanced Interactive Microscopic Simulator for Urban and Non-urban Network
(AIMSUN): The AIMSUN developed by Traffic Simulation System located in Barcelona
(Spain) uses the Gipps’ safety distance models. This tool is well-known for modelling
traffic dynamic assignment, incident management, and ITS applications such as ramp
metering and vehicle guidance systems.

• CORridor SIMulation (CORSIM): The CORSIM software was developed in 1988 by
the US Federal Highway Administration (FHWA) by combining several previous micro-
simulation tools such as the NETSIM, which can simulate urban traffic streams and the
FRESIM (FREEway SIMulation). FRESIM uses the Pitt car-following model that can be
considered as a stimulus-response model.

• PARAMICS: The PARAMICS tool was developed by the UK Department for Trans-
portation (DfT) in 1990. This software uses the Fritzsche car-following model that is an
acceleration model based on psychophysical logic.

• Verkehr In Städten –SIMulationsmodell (VISSIM): The PTV VISSIM is one of the
most predominant micro-simulation tools developed by a German company PTV Vision
(Planung Transport Verkehr) in 1992. The VISSIM uses a psycho-physical car-following
model which was first developed by Wiedemann in 1974 and further enhanced in 1992
by Wiedemann and Reiter. VISSIM is a well maintained commercial software providing
a user friendly interface with also 3D visualisation.

• MovSIM: MovSIM is an interactive Java-based open-source traffic simulator developed
by Treiber and Kesting [312], available at www.traffic-simulation.de. It involves IDM
for car-following aspect and MOBIL model for lane-changing manoeuvres. The platform
has been extended to exhaustively include the modelling of Connected and Autonomous
vehicles with simplification of the perception for AVs [284].

• SUMO: SUMO is another freely available tool published under the Eclipse Public Li-
cense V2 ([313]). SUMO is used worldwide and is downloaded over 35.000 times every
year. It is a reference for open source traffic simulator. SUMO Offers the opportunity
to implement various car-following and lane-changing model, including Krauss, Gipps,
IDM... Moreover in SUMO, the travel space is managed with continuous modelling (eu-
clidian space).

• SymuVia: It is an open source platform developed by the Gustave Eiffel University.
It provides large scale simulation and capabilities to simulate V2X systems (extension
SymuCAT). SymuVia can implement several models, but is natively built with the Newell’s
model to reproduce car-following behaviours. It ensures the compliance between macro-
scopic traffic flow theory and microscopic behaviours.
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• MATSIM: The activity-based traffic simulation MATSim is an open source tool, that
allows to take into consideration changes in the mobility behaviour (Origin-Destination
matrices) according to variations into the supply (e.g. introduction of Autonomous mo-
bility).

• ParamGrid: ParamGrid is a modelling framework, developed by Klefstad et. al. [314],
with the purpose of performing microscopic simulations for large-scale networks. Espe-
cially, it aims at tackling the issues related to computing complexity of large scale road
networks. It divides the road network into tiles and manages the content of each tile
including the transfer of vehicles from one tile to another.

• SMART: Scalable Microscopic Adaptive Road Traffic Simulator ([315]).

• Paramics: Simulation of congested traffic networks at the level of individual vehicles.

• INTEGRATION: It allows a large number of vehicles to be simulated at the same time
while maintaining control over time management during a simulation of the order of 100
ms. This allows a more detailed analysis of acceleration, change of lanes, etc.

• TransModeler: TransModeler can import simulation data from Corsim and SimTraffic.
The Gipps’ model is the default car following model in TransModeler.

• TRANSIMS: TRANSIMS is a microscopic simulator based on a cellular automaton (traf-
fic space shared with cells). Each vehicle is placed in a cell, representing a portion of the
road. At each time step, it advances a certain number of cells, depending on its maximum
speed. Since a cell can only be occupied by one vehicle, if the cell in front of him is
occupied, he will have to wait for it to become free.

• ARCHISIM: ARCHISIM uses a following model, but it has the particularity of coupling
the traffic simulation to a driving simulator. Thus, human users will have to interact with
the software agents. This makes it possible to introduce realistic human behaviour into
the simulation.

All these traffic simulation platforms are widely used to attempt to reproduce or study the
impact of C-ITS services in terms of traffic efficiency or impact on mobility. In [315], the
authors propose a set of criteria in order to evaluate 3 traffic simulators platform with SMART.
The result of this study is presented in figure 148.

In [316], the authors have used the Gipps and IDM car-following models with a re-calibration
stage using data from a simple car-following scenario within a driving simulator to study
drivers’ performance while engaging in distracting activities: texting, talking on the phone,
or eating, and a control scenario with no distracting activity.

In the MovSIM platform, Treiber proposes solutions in order to take into account intuitive
parameters corresponding to nearly orthogonal aspects of the driving style (adaptive driving
behaviour):

• The agility of the drivers is positively correlated to the acceleration parameter a,

• the degree of anticipation is negatively correlated to the comfortable braking deceleration

• the following distance (aggressiveness if too close) is determined by the desired time
headway T .
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Figure 148: Comparison of Key Features of Traffic Simulators

This platform also offers a Car-to-Car and Car-to-Infrastructure communication modelling.
About this aspect of V2X communication modelling, a set of projects also propose solutions.
Among the more efficient and useful solutions, we can quote:

• iTETRIS: Proposes to interconnect SUMO and NS-3 and to add a scheduler called iCS
(iTETRIS Control System). NS-3 is a well known library of communication modelling
and simulation. This platform is open-source. iTETRIS uses TraCI as the communication
interface which adopts a very similar command-response approach and a TCP connection.

• SiVIC MobiCoop: Propose to interconnect Pro-SiVIC, NS-3, and RTMaps with a multi-
computers and multi-OS communication bus (DDS and DDsL). This platform has been
developed by Gustave Eiffel University during the projects CooPerCom and SINETIC.

• VNetInSim: A dedicated simulation platform for “Vehicular Ad Hoc Network” (VANET).
This platform is uses the OPNET communication simulator and the INTEGRATION traf-
fic simulator.

• VEINS: Combines the functionalities of the SUMO traffic simulator and the OMNET
++ network simulator. This platform is open-source. It is based on models implemented
in network and traffic simulators in order to simulate VANETs as realistic as possible.
VEINS uses TraCI as the communication interface which adopts. ARTERY is an exten-
sion of VEINS that is built to reproduce the European telecommunication protocols.

• TraNS: TraNS federates the traffic simulator SUMO and the networking simulator NS-2.
TraNS uses TraCI as the communication interface.

• EPiCAM: EPiCAM is a platform developed by Gustave Eiffel University which allows to
interconnect SymuVia and Pro-SIVIC MoboCoop (NS-3, Pro-SiVIC, RTMaps, DDsL).

In [38],the authors propose to designs a comprehensive simulation platform for conven-
tional, connected and automated driving from a transportation cyber-physical system perspec-
tive, which tightly combines the core components of V2X communication, traffic networks,
and autonomous/conventional vehicle model. Specifically, three popular open-source simula-
tors SUMO, Omnet++, and Webots are integrated and connected via the traffic control interface,
and the whole simulation platform is deployed in a Client/Server model. Two use cases are
demonstrated with this platform, a traffic flow optimization and a vehicle eco-driving system.
The proposed platform provides a test-bed to explore issues like social/economic impact of con-
nected and automated driving from the individual level to the large-scale network level. From
figure 150 we can observe that this new architecture is clearly very close to the ones proposed
by AV Simulation (SCANeR Studio) and Univ. Eiffel/ESI group (Pro-SiVIC MobiCoop and
EPiCAM (see figure 124)).
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Figure 149: Schema of traffic simulation and animation components

In [39], The CoSAM framework (CoSAM) is proposed and provides several functionalities
to enable co-simulation Autoware and MATLAB/Simulink. Autoware, based on Robot Oper-
ating System (ROS), is a popular open-source software project developed for the autonomous
vehicles. Autoware can be used in embedded systems, such as NVIDIA DRIVE PX2 and
Kalray MPPA256. Autoware is composed of a Localisation module, Detection model, Predic-
tion module, Mission module, Motion module, and Actuation module, and cannot only operate
the autonomous vehicle but also simulate with actual data (which is rosbag data).

Figure 150: Communication interface among components for integrated simulation platform proposed by [38]

Traffic Fidelity Measure: In [317], Chao et al. provide a Survey on Visual Traffic Simula-
tion involving the models, the evaluations, and the applications of these tools in Autonomous
Driving. In this survey, Chao and al proposes a general schema of traffic simulation (see fig-
ure 149) and the different class of models (see figure 152).This paper is interesting because it
proposes a validation and evaluation process with the concept of fidelity measure. In this study,
fidelity measure comparisons among three virtual traffic flows generated by the IDM model is
done using three different parameter sets. The initial traffic states of the simulator were set to
the same values as the real-world traffic flow. Differences between the simulated traffic and
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Figure 151: System model of CoSAM ([39])

real-world ground truth are highlighted. For the dictionary-based fidelity evaluation, a smaller
value of the metric indicates a higher fidelity of virtual traffic ([40]).

Figure 152: Classification of model-based traffic simulation methods based on the levels of detail

These simulation platforms use for input a modelling of the road networks with all their
features. The main road network modeling and specification are:

• OpenDrive

• RoadXML

• Open Street Maps

• IPG format

In [41], a city-scale traffic animation using statistical learning and metamodel-based optimi-
sation is proposed (see figure 154 and figure 155. Li et al. proposed an efficient algorithm to
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Figure 153: The pipeline of the traffic fidelity measure proposed by [40]. The blue boxes show the input of the
system, which contains real-world traffic data-set and simulation data to be evaluated.

reconstruct city-scale traffic from GPS data using statistical learning. To address these issues
with incomplete and/or sparse data, a metamodel-based simulation optimisation is proposed to
dynamically bridge the “gap” between the reconstructed traffic learned from GPS data and the
simulated traffic where the data is incomplete or missing. This approach is able to perform
visualisation of city-scale traffic, as well as datadriven 2D and 3D traffic animation in a virtual
environment.

Figure 154: 2D animation (left) and visualisation (centre) of reconstructed traffic in virtual San Francisco with 3D
vehicle flows (right) using the method presented in [41]

Figure 155: The systematic view of framework proposed by [41]. Trip records are optional as they can be inferred
from GPS traces on a digital map.
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5.4.5 Human driver modelling

In [318] a set of Driver behaviour models are presented for evaluating automotive active
safety From neural dynamics to vehicle dynamics.

For the design of a driver model, a specific scenario is typically considered. Examples of
such scenarios are lane keeping, double lane changes, or evasive manoeuvres. Depending in
the scenario at hand, the driver model is required to generate different types of control inputs to
the vehicle. Two categories of such control inputs are steering and braking behaviour. Steering
behaviour is typically given as a steering angle for each time step, and braking behaviour is
typically represented, for each time step, as a deceleration value. Looking at the variety of
driver models, it is clear that such models cover a large range of different purposes, and are
based on different underlying theories of human behaviour. When discussing different driver
models from a design point-of-view it is useful to categorise models according to their structure.
At least three different design domains can be identified in the development of driver modelling
([319]):

• The Control domain

• The Behaviour domain

• The Cognitive domain

5.4.5.1 Driver modelling based on Control theory

These types of models are mainly based on models addressed in the previous section dedi-
cated to microscopic traffic simulation.

5.4.5.2 Driver modelling based on Behaviour theory

Many models of longitudinal control are designed from a behaviour perspective. Such mod-
els typically try to capture observed behaviour by complying to a few simple rules. For example,
the GHR (Gazis–Herman–Rothery) model aims to capture observed behaviour when a vehicle
is following a lead vehicle. Even though the GHR model is relatively simple, it can represent
complex behaviour, especially when simulating a system with several vehicles each controlled
by the model. The model has been used in many different applications and has in some cases
been modified in order to capture scenario-specific behaviour, such as collisions. There are
some driver models of lateral control designed from a behaviour perspective as well. These
types of models are also based on models addressed in the previous section dedicated to micro-
scopic traffic simulation.
In [42], the authors have proposed an interesting enhancement of IDM for the modelling of
driver behaviour and aggressiveness using bio-behavioural methods.In this report and this work,
a literature review is done on Driver behaviour models (VISSIM, Paramics, Urban Traffic
Psycho-Physical Mode). From these existing works, a part focus on the modelling of situation
awareness (Freeze-probe technique, real-time probe technique, self-rating technique, observer-
rating technique), the mental workload (subjective measures, performance measures, physio-
logical measures, sensitivity of the various measures), and the level of activation. The main
goal of this work consists to proposed an unified and enhanced model involving these different
concepts (situation awareness, mental workload, level of activation, and human performance).
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The relationship between the work load, the level of activity, and the driver performance is
presented in the figure 157.

Figure 156: Theoretical framework for incorporating bio-behavioural parameters by [42].

In the figure 156, the following definitions are given and used:

• Task demand: concerns the amount of effort required to successfully meet the set re-
quirements of a task, independently of the driver.

• Driver capability: The individual/biological characteristics of a driver affecting his/her
ability to complete a task. These traits and characteristics include the speed, the reaction
time, the information processing ability, the experience, the knowledge of driving, and
the motor coordination.

• Task difficulty: The strategies or behaviour followed to cope with changes to task de-
mand during a task. Task difficulty is inversely proportional to the difference between
task demand and driver capability.

• Work Load (WL): Represents the proportion of mental capacity required by an individ-
ual to perform a task.

• SA: The ability to perceive, understand, and project future status (prediction and antici-
pation capability) of elements/objects/components/situations in an environment.
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Figure 157: Relationship of WL (Work Load), LA (Level of Activation), and performance by [43]

In this extended IDM model, 2 triggers are implemented (TR1 and TR2). These triggers
are link and dependant of the balance between WL and SA. For instance, TR1 is activated
through small imbalances between WL and SA (see figure 156). However, if the imbalance
between driver capability and task demand is high e.g. task is hard to be successfully completed
by the driver’s current capability, the driver tries to restore this imbalance resulting in both
compensatory and performance effects (setting off TR 2). Where, compensation effects are
theorised to only affect longitudinal driving variables while performance effects are theorised
to affect longitudinal and lateral (SDLP) driving variables. Essentially, this implies that task
difficulty is split into TR1 and TR2, depending on the extent of the imbalance between task
demand and driver capability.

5.4.5.3 Driver modelling based on Cognitive theory

Driver modelling can also be approached from a cognitive perspective, using models of the
human mind as a framework. In many ways, this approach is more difficult to apply than the
other two perspectives mentioned above, the reason simply being that little is known about how
the mind actually works. Therefore, models from this perspective are often only applicable to
very specific driver phenomena observed in traffic. Still, as exemplified below, such models
generally explain driver behaviour in a way that makes them applicable in a large number of
scenarios.
A cognitive phenomenon, namely sensitivity to looming (or looming cues), could potentially be
used when tuning or redefining the GHR model. In this context, looming refers to the optical
expansion of an object in the driver’s field of view, when the object is moving towards the driver.
It has been shown that looming cues can trigger attention and reflex responses from a driver.
Models defined from a cognitive perspective cannot, perhaps, be used in a standalone fashion,
but could be used as a part of a model or in order to validate the behaviour of a model.
Another cognitive (or rather perceptual) model uses the perceptual properties of visual direction,
and retinal flow in navigation (e.g. negotiating a curve). The visual direction can be explained
as a target point in the visual field. In a driver model context, the visual field can be considered
as the windshield of a vehicle. For instance, when moving straight towards a visual direction
positioned in the centre of the visual field, the visual direction will remain stationary. However,
when moving towards a visual direction positioned to the left in the visual field, the visual
direction will rotate counterclockwise. The retinal flow can be explained as the motion of the
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perceived features, such as colours and objects, projected on the retina. In order to capture
human navigation, the model tries to accomplish two things:

• minimising the movement of the visual direction

• minimising the rotation in the retinal flow

In this way, Univ Eiffel has developed an efficient cognitive driver modelling usable in order
to evaluate and validate critical situations involving mixed traffic configurations and share driv-
ing between virtual driving system for automated driving and the driver. This model is called
COSMODRIVRE and has been interconnected with Pro-SiVIC platform (see figure 158)

Figure 158: Univ Eiffel and ESI’s cognitive modelling of the human driver behaviour (COSMODRIVE).

5.5 Synthesis of Simulation Platform to Support Autonomous Driving Verification

The requirements for the simulation engine has to consider a set of essential functionalities
and capabilities. A part of this function are summarised below:

• open interface to ensure compatibility with other platforms

• user friendly HMI with efficient command script (better if usable in real time during the
simulation)

• minimal accessible objects, parameters, features, and data:

– Ego vehicle state and dynamic information

– Non-ego vehicle state and information (building, road sign, furnitures ...)

– Pedestrian state and dynamic information

– Accurate sensor models for automotive applications: camera, LiDAR, RADAR,
GPS

– Event engine

• Ground truth (states vector, depth map, road sign mask, segmentation, object semantic
information ...)

• scenario management: generation, parameters and variable management
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• road network modelling and traffic management

• rendering engine close to real environment

– Lights and shadows manager

– Materials and textures (static, dynamic)

– Ray-tracing mechanism and library

– Meta information mechanism: RCS, BRDF, conductivity, physical property of ma-
terials

• physical engine for dynamic modelling of complex object

Another criteria can enter into consideration like cost efficient (licensing, development effort,
. . . )

In [44], the authors propose a state of the Art of sensor models for Virtual Testing of Ad-
vanced Driver Assistance Systems/Autonomous Driving Functions. In this journal paper, a
table provide definition and expected capabilities for different level of sensor modelling (Low
fidelity, Medium fidelity, High fidelity).

Moreover, as presented in [320],the development of simulation models have to respect the
best practices listed below:

• A model should be designed to answer an operational question for which data are avail-
able.

• A model should not be used outside the context for which it is adequate.

• Careful consideration should be given to choices of abstraction and representation in order
to construct an adequate simulation of the phenomenon of interest.

• Aspects of synthetic data, such as granularity, resolution, fidelity, and accuracy should be
chosen to match the requirements of the context.

• A careful sensitivity analysis should be done to determine appropriate levels of tolerance
along multiple dimensions of data and information quality to assess adequacy.

• An adequate simulation must convincingly capture at least some essential causal mecha-
nisms driving the phenomenon of interest in its update mechanism.

• An adequate simulation should provide the means for effective use by domain experts and
end-users.

• An adequate simulation is one that is used for ethical and moral good.

Among all the simulation platform presented in the figure 159, the NVIDIA DRIVE CON-
STELLATION is interesting. This platform use 2 side-by-side servers in order to build a dedi-
cated platform for running hardware-in-the-loop (HIL) simulation with NVIDIA DRIVE Sim.
The 2 servers are dedicated to:
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Figure 159: Synthesis of Simulation Platform to Support Autonomous Driving Verification (to be improved, up-
dated,and modified
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Figure 160: Overview of the properties of low-, medium-, and high-fidelity sensor mode ([44])

• First server: the NVIDIA OVX Server uses NVIDIA GPUs running DRIVE Sim software
to simulate the virtual world. The simulator generates the sensor output from the virtual
car driving in a virtual world. In order to obtain very realistic and accurate modelling
and operating of sensors, NVIDIA use their dedicated NVIDIA RTX library for high
performance ray-tracing.

• Second server: DRIVE Constellation Vehicle contains the autonomous vehicle target
computer that processes the simulated sensor data and feeds driving decisions back to
the OVX Server.

Figure 161: NVIDIA Constellation, a distributed architecture with 2 servers for HiL simulation (https://
developer.nvidia.com/drive/drive-constellation)

Figure 162: NVIDIA DRIVE Sim, screenshot of the rendering

In [11], a Survey is done about the Scenario-Based Testing for Automated Driving Sys-
tems in High-Fidelity Simulation. In this survey, a list of system and simulation platform are
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Figure 163: NVIDIA DRIVE Sim compared to same real urban situation

presented and give an interesting overview of the main High Fidelity simulator used for the
validation of AV components and systems. In the figure 164, the first column provides the year
of the development and publication of the work, the second column provides the reference of
the paper, the third one gives the used simulation platform (9 simulation platforms have been
mentioned: PreScan, Webots, IPG CarMaker, BeamNG, Vires VTD, AirSim, SVL, Paracosm,
NVIDIA Drive Sim), the fourth one provides the system under test, the firth one the testing
objectives, then after, the author provide the layer(s) containing the modified parameters and
the type of implementation for the tested algorithm. In this comparison, the authors have used a
previous version of the environment description layers with only 5 layers. These 5 layers allows
to model both the environment ans the scenario class of elements. This modelling proposes a
format to structure the parameters describing a scenario. In PEGASUS project, this description
has been extended to 6 layers. In PRISSMA project, we have extended this 6 layers with a
new structure dedicated to the ego-vehicle (4 new Layers), and a structure for event and time
management with 3 Layers.

• Layer1 describes the layout of the road and which parameters influence the road’s layout.
This parameters include markings, topology (e.g., curvature, number of lanes, types of
junction), and surface properties (e.g., friction coefficient).

• Layer2 defines traffic infrastructures (e.g., traffic signs/lights).

• Layer3 is about the temporary manipulation of Layer1 or Layer2.

• Layer4 describes all the dynamic objects, their manoeuvres, and interactions in a scenario.
Parameters of layer4 influence the objects and their behaviours. The parameters of this
Layer can be shared into three sub-categories:

– control at initialisation (denoted as 4(1)),

– control for activated behaviour (denoted as 4(2) for one-time activated behaviour
parameters or 4(k) for multiple-times activated behaviour parameters),

– and control at every step (denoted as 4(n)).

Parameters belonging to control at initialisation usually only influence an object’s be-
haviour at the initialisation time. Parameters belonging to control for activated behaviour
usually define some activation criteria of an object’s behaviour change and its behaviour
after being activated. Parameters belonging to control at every step usually control an
object’s behaviour at every time step during the simulation.
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• Finally, Layer5 describes the environmental condition like weather and lighting.

Figure 164: Overview of a set of works made in the 5 past years on automotive systems evaluation with simulation
([11])

The figure 165 presents the 9 simulators’ functions and capabilities.

Figure 165: Overview of simulators covered. C:Camera, L:LiDAR, R:Radar, G:GPS, V:Vehicle, P:Pedestrian.
([11])

6 Actions in progress (WG, projects, initiatives, developments, etc.) and actors involved

Ongoing automotive actions are described in more detail in deliverable 8.4 (This deliverable
covers a great part of the needs of this section) but in this section we give a shirt overview of
relevant projects, actions, and initiatives.

6.1 France

6.1.1 MOOVE dataset with annotation

This project coordinated by VEDECOM and involving Renault, Stellantis, and Valeo are
Building a dataset for AD evaluation and validation from a huge number of data logging made
in a large number of road configuration. On of the objective of this project is to provide sensor
data and road scene annotation (generation of a ground truth).[321][322]
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6.1.2 Working Group sensors and sensors simulation for all weather condition ADAS

The core group of this Working Group involved University Gustave Eiffel, CEREMA, and
CARA. The objective is to Position a new type of ”all weather” sensors or the ”all weather”
multi-sensor perception architecture at the heart of the Autonomous Vehicle Industry. The sec-
ond objective is to propose models about the quality of sensors and data in order to propose an
efficient way to use sensors in function of their current state, behavior, and capacity. The first
objective is to propose the definition and the design of an all-weather sensing and perception
system for AD systems. This architecture would be based on three levels of interaction between
the equipped vehicles and their environment. About the simulation part and the topics of eval-
uation and validation of sensors, perception, decision, actions modules, the partners propose
to:

• Adapt the ImPACT 3D simulator to extend it to the problem of industrial vehicles in
particular (buses, trucks, shuttles, etc.)

• Validate sensor and perception architectures and capabilities in representative environ-
ments on the existing tracks of TRANSPOLIS (urban circuit with accurate geometric
measurement and digital twin in progress), PAVIN (rain, fog), Satory (existing digital
twin), and ZEHNS in Bordeaux (digital twin in progress)

• Validate the modelling of the estimation of the sensors quality and performances in a
controlled simulated environment.

• define test, evaluate, and validate procedures for sensor technologies, capabilities, be-
haviours, weaknesses, limits. This part addresses too the question of the more relevant
and efficient configurations and topologies of different technologies and adaptive percep-
tion architectures.

• address the operating safety and cyber attacks problems at the sensor level.

• Deploy real use cases on open road areas (experimentation) and in digital twins of these
road areas.

6.1.3 MOSAR

MOSAR platform involves a set of French partners working on a project to industrialise a
scenario library and the associated tool-chain allowing to:

• Answer the question of ADS safety and validation (SAE level 1 up to 3) with the proposal
of a scenarios library built from multiple sources (i.e MOVE dataSet).

• address different driving operational domains

• take into account multiple cultural expertise

• cover a great part of accidents and incidents situations and configurations

• provide sufficient observation time

• establish the “common reference” in a unique structured library, with open export format
to initialise the combinatory for exhaustive simulation
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The scenario library is supported by the French government as French scenarios library for
AD&ADAS safety validation. This initiative enters in PFA Proposals for AD safety validation
and French scenarios library generation.

6.2 Europe

6.2.1 Regulation 2022/1426/EU - Type-approval of the Automated Driving System (ADS)
of Fully Automated Vehicles

The European Commission proposes a recent document explaining how to implement the
regulation (EU) 2019/2144. This document has been published in 05th August 2022 (REGU-
LATION (EU) 2022/1426). More accuratly, the content of this regulation document address
the laying down rules for the application of Regulation (EU) 2019/2144 of the European Parlia-
ment and of the Council as regards uniform procedures and technical specifications for the type-
approval of the automated driving system (ADS) of fully automated vehicles. In the appendix
1 of this document, an interesting diagram (see figure 166) is presented about the principles,
functions, and relationships to be followed to derive scenarios relevant for the ODD/OEDR of
the AD.

Figure 166: principles, functions, and relationships to be followed to derive scenarios relevant for the ODD/OEDR
of the AD ([45])

In this regulation document, some definitions are given about the ODD and OEDR:

• The ODD consists of scenery elements (e.g., physical infrastructure), environmental con-
ditions, dynamic elements (e.g., traffic, vulnerable road users) and operational constraints
to the specific ADS application. The aim of this analysis is to identify the characteristics
of the ODD, allocate properties and define interactions between the objects. Here the
effect of ODD on the behaviour competencies of the ADS is explored.
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• The OEDR provides the behaviour competency identification. Once the objects and rel-
evant properties have been identified, it is possible to map the appropriate ADS response.
The ADS response is modelled on applicable functional requirements and by applying the
performance requirements of this regulation and the traffic rules of the country of opera-
tion. The outcome of the OEDR analysis is also a set of competences that can be mapped
to the behavioural competences applicable to the ODD, to ensure compliance with the
relevant regulatory and legal requirements.

Moreover, both critical and failure scenarios are defined accuratly. This document can be found
and downloaded in the following website: https://eur-lex.europa.eu/legal-content/
EN/TXT/?uri=CELEX%3A32022R1426

6.2.2 V-SuitesTM and ForetifyTM platforms from Foretellix

The ForetifyTM platform is an industry’s leading coverage-driven verification and validation
platform for ADAS/AV development. This product is built on open industry standards and
methodology, ForetifyTM proposes a solution for a massive-scale and measurable objective
approach to verifying and validating autonomous systems’ safety and productivity. ForetifyTM

provides a massive-scale generation of millions of ODD/Map relevant tests to expose bugs,
edge cases, and unknowns. This Open Platform with Open Standards is based on open Industry
standards such as OSC 2 and supporting over 15 testing platforms and requirements systems.
After the scenario definition, generation, and management, a set of simulation tools can be used
in order to generate data allowing to analyse, evaluate and validate services, systems, functions,
and components under test in specific and critical scenarios. This downstream process is done
with the Safety productivity dashboard.

Figure 167: Overview of the foretifyTM process (https://www.foretellix.com/technology/#)

V-SuitesTM are Verification Validation (VV) libraries, offering millions of test scenarios.
V-SuitesTM are targeted at common ADAS/AV functions and ODDs and are written in ASAM
OpenSCENARIO 2.0.

V-SuitesTM enable to manage a testing program with predefined verification plans, abstract
scenarios, maps, coverage, KPIs, and checkers. V-SuitesTM are built to test specific functions,
regulations, use cases, and ODDs to assist users with various validation needs. V-SuitesTM
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Main Features are Executable Verification Plans, Library of Scenarios, Maps, and Coverage
goals, KPIs, and Checkers.

6.2.3 Validation Methods of Automated Driving – Scenarios Sub-working Group

This Scenarios Sub-working Group from the Working Group Validation Methods of Auto-
mated Driving is an international initiative with information coming from several continents.
The first objective is to address the development/implementation of the VMAD safety valida-
tion methodology. In this context, the Sub Group 1a has tackled its efforts on the development
of a methodology to identify scenarios in a structured approach. Initially, focusing on a more
simple operational design domain (ODD) such as divided-highway driving, and in the longer-
term focus on other ODDs, including the possibility of edge cases. When developing scenarios
for ODD, the group focuses its attention on the development of functional scenarios. By lim-
iting the scope of work at this time to functional scenarios, SG 1a would not define specific
parameter ranges (logical scenarios) or specific values for the scenario elements (concrete sce-
narios) that are tested via simulation, track and real-world testing. As the project progresses,
SG 1a works with other sub-working groups (i.e., SG2a and SG2b) to focus its attention on
more detailed/technical scenarios (i.e., logical and concrete scenarios). the SG 1a sub-group
has made a literature review to identify and leverage existing materials from groups, such as
international standards setting bodies, government departments, industry, and academia, who
are active in developing scenarios. The purpose of the literature review is: 1) Identify/leverage
areas of prior research/work to prevent duplication and recognise the work of others, which
could assist with developing a scenarios catalogue; and 2) Identify gaps in the research/work,
including conflicts in previous studies, and/or open questions/next steps raised from previous
research that require attention by VMAD.

The literature review has been done based on the following topics/concepts:

• Methods for identifying scenarios

• Scenario description language

• Definitions

• Levels of Abstraction

• Operational Design Domain and Scenario Elements/Properties

• Measuring Safety/ scenario coverage

6.2.4 Streetwise from TNO

The StreetWise methodology provides automatic identification and characterisation of sce-
narios from object level data provided by state-of-the-art sensors for Advanced Driver Assis-
tance and Automated Driving systems (ADAS/AD) and focuses on using such scenario statistics
for safety argumentation. This methodology is under continuous development with international
partners (Germany, Japan, Austria, Netherlands, Singapore). An important ambition is to iden-
tify and characterise all highway scenarios out of a significant amount of hours of driving on
European highways. In this way a continuously growing scenario data base is set up, from
which tests for ADAS and AD functions can be derived. Partners in such collaboration share
scenarios and thereby share efforts in determining the important scenarios for testing, however,
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without sharing sensitive data. Automated scenario identification and characterisation has been
developed in order to deal with:

• The huge number of possible scenarios, and the large variety in scenarios (e.g. different
velocities, number of relevant traffic participants, etc.)

• Variations in occurrence of scenarios are captured in automated scenarios to result in
parameter distributions for the characteristic scenario parameters. These distributions are
used in metrics that quantify the completeness of a scenario database.

• Additionally, such automated methods will show whether all captured data can be applied
to known scenario categories. In case a set of data is found that does not fit in an existing
scenario category, an additional scenario category is required to be defined. This also
relates to the completeness paradigm.

• All scenario statistics are captured in an online accessible database from which test cases
can be sampled based on scenario parameter values and tags. These test cases can be used
for massive simulation or other (physical) tests.

• Automatic scenario extraction has been developed for highway. The method is extended
towards urban driving.

6.2.5 MUSICC: An open catalogue for CAV certification scenarios

The MUSICC (Multi User Scenario Catalogue for CAVs) project was led by the UK De-
partment for Transport and Connected Places Catapult. This project has for main objective to
generate and to build an open source scenario database. The second objective is to prove the
capability of such database and underlying concepts to be used in an evaluation and validation
framework for CAV approval. This framework should evaluate highly complex systems in a
transparent and fair way, while restricting innovation as little as possible. In [46], the require-
ments, format and implementation of the database are outlined and discussed in the context of
the wider system and test process. The main key requirement is the ability to search for and
export a subset of scenarios appropriate to certification of a particular ADS in a particular ter-
ritory. This implies support for finding all scenarios that fall within a specified ODD. Other
requirements for the database include:

• Provide easy remote access to scenarios stored in a machine-readable format.

• Store version history for scenarios.

• Support scenario management and approvals processes.

• Provide an easy-to-use API for scenario export, to allow tool integration.

• Provide a web-based UI, supporting searches based on ODD, edit, user management, etc.

• Scale to store a sufficient number of scenarios in a robust way.
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Figure 168: Illustration of MUSICC in the context of a certification process ([46])

Figure 169: Screenshot of MUSICC’s main page ([46])

MUSICC has produced a system (open library) to store scenarios for use in AV safety tests.
Scenarios are stored with metadata that allow them to be searchable and to be used for scenario
selection, based on certain criteria:

• general properties of the scenario (information about the test case which the scenario
describes);

• ODD specification (to identify scenarios matching a specified ODD)

• admin data (e.g. ownership version control and reference to specifications and regula-
tions)

• custom data (user extensible).
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MUSICC’s SDL represents scenarios using three records: an OpenDRIVE, OpenSCENARIO,
and MUSICC record (all stored as XML). The MUSICC record stores additional necessary data
beyond the OpenX standards: scenario metadata and data to enable parameter stochastics. This
system has been released as open source and can be downloaded with the following address:
https://gitlab.com/connected-places-catapult/musicc. As a result, de-
velopers can store and manage their own test scenarios in a private instance of MUSICC within
their own organization and still synchronize with the regulatory scenarios. The whole commu-
nity will then be able to contribute to the development of an open library for AV certification
scenarios. Next steps of this project include:

• the development of a more sophisticated language to better match ODD description with
all likely use cases and help inform development efforts

• development of a framework for assessing an ADS’s behavioral safety in normal opera-
tion. The framework will include a highly automated means of evaluating test results

6.2.6 H2020 HeadStart project

The HEADSTART (Harmonised European Solutions for Testing Automated Road Trans-
port) project is an EU funded project which started on the 1st of January of 2019. The project
involved 17 European partners, under the coordination of IDIADA. This project aims to define
testing and validation procedures of Connected and Automated Driving functions including key
technologies such as communications, cyber-security and positioning. The tests will be in both
simulation and real-world fields to validate safety and security performance according to the
key users’ needs.

The HEADSTART project proposes to cluster the most relevant existing initiatives, develop
methodologies, procedures and tools and drive in a harmonized European solution for testing
and validation of automated road vehicles. The main Headstart objectives are:

• Identify the existing methodologies, procedures and tools for testing, validation and cer-
tification;

• Harmonise the existing testing and validation approaches;

• Define and develop test, validation and certification methodologies and procedures for
CAD functions;

• Demonstrate the developed methodologies, procedures and tools through testing 4 CAD
use cases;

• Reach consensus by creating and managing an expert network of CAD testing to promote
adoption of the project results considering multi-stakeholder needs.

In some partners of HeadStart propose the design and the implementation of an Ontology
for Semantic Labeling and Testing called ”Automotive Global Ontology” (AGO) (see the figure
170). An overview of the general methodology and architecture proposed in the HEADSTART
project is presented in the figure 171
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Figure 170: Waymo dataset mapping to AGO example. Matched classes represent the common terms among the
different datasets ([47])

Figure 171: The general methodology and architecture proposed in the HEADSTART project ([47])
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In this type of architecture, a map of capabilities (MoC) (figure 172) for each testing method
is available with the definition of three main categories of tools and testing methods. Moreover
to this definition is added “resource-based” capabilities like time, costs and availability (e.g.
available area of a proving ground).

Figure 172: Map of capabilities proposed in the HEADSTART project for the different test methods ([48])

6.2.7 Horizon Europe ROADVIEW project (2022-2026)

ROADVIEW: Robust Automated Driving in Extreme Weather is led by Halmstadt University
(Sweden). Partners are Lapin ammattikorkeakoulu Oy, FI, Technische Hochschule Ingolstadt,
DE, Statens väg- och transportforskningsinstitut, SE, CEREMA - Centre d etudes et d expertise
sur les risques l environnement la mobilite et l amenagement, FR, RISE Research Institutes of
Sweden AB, SE Maanmittauslaitos, FI, Synthetic Data Solutions AB, SE, Konrad GmbH, DE,
Ford Otomotiv Sanayi A. S, TR Canon Research Centre France S.A.S., FR, ZF Friedrichshafen
AG, DE, University of Warwick, UK, accelopment Schweiz AG, CH.

The project aims to develop robust and cost-efficient in-vehicle perception and decision-
making systems for connected and automated vehicles with enhanced performance under harsh
weather conditions and different traffic scenarios. https://roadview-project.eu/

The ROADVIEW workplan is as follows:

• WP2: ODDs expansion and definition of the ROADVIEW system setup;

• WP3: digital models enhanced by controlled and real-world environments;

• WP4: secure sensor data processing and data quality;

• WP5: perception system and collaborative perception performance;

• WP6: control and decision-making system.

The implementation and validation of the X-in-the-loop test environment approach is consid-
ered in WP7 and the final integration and demonstration of the perception, control and decision-
making systems in the city and highway driving will be carried out in WP8.
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6.2.8 PEGASUS project

PEGASUS project start from the report that safety approval cannot be achieved for highly
automated vehicles with available methods and tools within a limited time and budget. In this
context, PEGASUS project have proposed to develop a framework for AD assessment using
the highway chauffeur as exemplary test object, i.e. a SAE L3 conditional automation system
(https://www.pegasusprojekt.de/en/pegasus-method). The central element
of PEGASUS is a data base and an according data base processing toolchain. The toolchain
must be capable to include and use different data sources and therefore heterogenic data and data
quality. The proposed data base concept can realise an efficient and effective data processing
in a common framework with a common tool chain. In the project, scenarios are derived via
combining a data driven (main focus) and a knowledge-based approach:

• data driven: using available, not strictly confidential data to determine scenarios that are
usually encountered in traffic: Naturalistic driving studies (NDS), field operational tests
(FOT), test drives driving simulator data, German In-Depth Accident Study (GIDAS)

• knowledge-based: using further sources to also cover rare events that are possibly critical
scenarios: Road traffic regulations, traffic sign catalog, guidelines, laws and standards,
expert knowledge

A first set of scenarios is stored in the PEGASUS database. To allow for this, PEGASUS
developed a scenario description language, which is now managed and further developed by
ASAM as the freely available standard OpenX. PEGASUS project ended in 2019 but work is
being continued in the PEGASUS family with projects “VV-Methods” and “SET Level 4 to 5”.

Figure 173: The general methodology and architecture proposed in the PEGASUS project

204

https://www.pegasusprojekt.de/en/pegasus-method


[L2.3] Final State Of The Art Deliverable - WP2

Figure 174: An overview of the different partners with tools and skills in the PEGASUS project

6.3 World

6.3.1 China

In Xian (China), the Joint Laboratory for Internet of Vehicles, Ministry of Education, China
Mobile Communications Corporation proposed a research platform and architecture on perfor-
mance and function testing of V2X in a Closed Test Field. The V2X and cooperative vehicle
infrastructure system (CVIS) are essential in the development of Connected and Automated ve-
hicle deployment. Efficient reliable and robust information interactions through V2V, V2I, V2P,
and V2N, are critical in reducing traffic accidents and improving traffic efficiency. The com-
plex technical characteristics of V2X for AV and highly reliable service demand of typical V2X
applications call for the test needs before the large-scale deployment of CAV. The services, ap-
plications, modules, functions involving V2X capabilities must to be systematically tested and
evaluated in extreme and boundary conditions of driving and communication environments be-
fore being broadly deployed and applied in infrastructures. In order to achieve this objective,
[49] propose a modular testing platform for V2X performance and function testing with 2 lev-
els: virtual testing and real controlled environment testing. An overview of this architecture is
presented in the figure 175.

6.3.2 USA

Scenic Environment Modeling and Scenario Description Language is proposed by Uni-
versity of Berkeley and in open access on the following website: http://github.com/
BerkeleyLearnVerify/Scenic.

VerifAI is a toolkit for design and verification of AI-based systems. This toolkit is provided
on the websit http://github.com/BerkeleyLearnVerify/VerifAI.

United States National Highway Traffic Safety Administration has wrote a report address-
ing A Framework for Automated Driving System Testable Cases and Scenarios. This report
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Figure 175: Modular virtual and real testing platform for V2X performance and function testing ([49])
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describes a framework for establishing sample preliminary tests for Automated Driving Sys-
tems. The focus is on light duty vehicles exhibiting higher levels of automation, where the
system is required to perform the full dynamic driving task, including lateral and longitudinal
control, as well as object and event detection and response (https://wiki.unece.org/
download/attachments/87622238/FRAV-01-14.pdf?api=v2). This report from
2018 proposes:

• Risk analysis to prioritize scenario selection, including frequency of occurrence and
severity of outcomes (31 events drawn from NHTSA pre-crash scenario analyses).

• Defines seven generic categories of features (based on 24 conceptual features): L4 Highly
Automated Vehicle/Transportation Network Company (TNC), L4 Highly Automated High-
way Drive, L4 Highly Automated Low Speed Shuttle, L4 Highly Automated Valet Park-
ing, L4 Highly Automated Emergency Takeover, L3 Conditional Automated Highway
Drive, L3 Conditional Automated Traffic Jam Drive.

• Lists traffic events for L3 traffic jam and highway drive systems and for L4 highway drive
systems.

• Describes six functional scenarios further broken down into 6-12 concrete scenarios.

• Structures test scenarios based on ODD, tactical/OEDR behaviors, parameter values/measurements,
and failure/fallback.

• Distinguishes between failsafe (fallback to ready user or MRM) and fail-operational
(degradation/redundancy permitting continued ADS operation).

• Provides ODD checklist to define parameters covering physical infrastructure, operational
constraints, objects, environmental conditions, connectivity and (operating) zones.

• Covers modeling and simulation, closed track, and open road test methods.

• Performance based on ADS detection of a safety-critical object or event and response
with a stable control action or maneuver that allows the ADS to maintain a safe avoidance
distance from all relevant obstacles in the immediate vicinity while respecting applicable
driving rules and etiquette to the extent possible.

• Notes AdaptIVe and PEGASUS programs, California PATH minimum behavioral com-
petencies, NIST 4D/RCS Reference Model Architecture for Unmanned Vehicle Systems.

6.3.3 Japan

6.3.3.1 SAKURA project (Safety Assurance KUdos for Reliable Autonomous vehicles)

The SAKURA project (Safety Assurance KUdos for Reliable Autonomous vehicles) is a
large scale coordinated initiative funded by the Japanese Ministry of Economy, Trade and In-
dustry (METI) that aims at harmonizing data acquisition, developing research methodologies
and coordinating standardization activities through joint efforts by vehicle manufacturers and
traffic safety research institutions. (https://www.sakura-prj.go.jp/) SAKURA has
for main goals:

207

https://wiki.unece.org/download/attachments/87622238/FRAV-01-14.pdf?api=v2
https://wiki.unece.org/download/attachments/87622238/FRAV-01-14.pdf?api=v2
https://www.sakura-prj.go.jp/


[L2.3] Final State Of The Art Deliverable - WP2

• To develop an automated vehicle system safety assurance engineering process that ac-
counts for all foreseeable safety relevant scenarios, with a particular focus on motorways.

• To research and develop the fundamental technology necessary to enable the developed
safety assurance process.

• To lead international standardization activities towards the harmonization of scenario
structure, parameter range, and safety criteria establishment towards globally accepted
common approaches.

In this project 3 levels strongly link to PRISSMA project are addressed: The engineering frame-
work for AD vehicle test scenarios (figure 176), the social contextualization of the engineering
framework (figure 177), the test scenario generation process for AD safety assurance (figure
178).

Figure 176: Overall scheme of the safety assurance process (source: SAKURA’s web page)

Figure 177: Top-down approach for social contextualization of the engineering framework for AD safety assurance
(source: SAKURA’s web page)
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Figure 178: Test Scenario Generation Process for AD Safety Assurance (source: SAKURA’s web page)

6.3.3.2 Japan Automobile Manufacturers Association, Inc. (JAMA)

In Japan, in October 2020, the Japan Automobile Manufacturers Association, Inc. (JAMA)
which is an AD Safety Assurance Expert Group has proposed a report focused on ”Automated
Driving Safety Evaluation Framework Ver.1.0” [24]. (http://www.jama-english.jp/
publications/Automated_Driving_Safety_Evaluation_Framework_Ver1.
0.pdf). In this very interesting report, the main topics about AD system evaluation and eval-
uation/validation scenarios are addressed:

• Scenario-Based Safety Assurance Process with the safety argumentation scheme (Steps
of the V-shaped model)

• Scenario structure with Traffic disturbance scenarios (figure 180), Perception disturbance
scenarios (figure 181), and Vehicle Stability Disturbance Scenarios.

• Scenario Database with 3 layers of extraction (figure 182): three elements of driving
actions, namely, “perception,” “judgement,” and “operation” can be systematically struc-
tured under the three scenarios of “perception disharmony,” “traffic disturbance,” and
“vehicle movement disturbance,”.
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Figure 179: General vehicle traffic disturbance scenarios (source: JAMA’s report [24])

A new version of this scenario description involving surrounding traffic participants’ position
and behaviour is given in the report.

Figure 180: scenario description involving surrounding traffic participants’ position and behaviour (source:
JAMA’s report December 2021)
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Figure 181: System diagram of perception disturbance factors (source: JAMA’s report [24])

Figure 182: Perception disturbance scenarios related to blind spots generated by surrounding vehicles (source:
JAMA’s report [24])
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Figure 183: Process of developing and applying data-driven AD safe scenarios (source: JAMA’s report [24])

JAMA wrote a new version of its report in December 2021 (https://www.jama.or.jp/
english/reports/docs/Automated_Driving_Safety_Evaluation_Framework_Ver2.0.pdf).
In this new report, the scenario description is processed in depth in order to covert and to model
the main driving situation causing disturbances and in some configuration a near accident or
accident situation. It is interesting to mention that this report provide accurate explanation of
a majority of the disturbances on the sensors, the perception functions, the vehicles, and the
traffic. The operation scope of automatic driving vehicles is defined at the initial stage as the
operation design scope (ODD). The contents of the ODD must include, at a minimum, infor-
mation such as the road type, position on the road, vehicle velocity scope and environmental
condition. Moreover, a fallback strategy for transition to outside the ODD boundary must be
designed; moreover, the AD system must detect whether it is operating within the defined ODD.
The definition of OD must be structured in such a manner as to enable notification to the users,
as well as allow them to understand, trust and operate the AD system. The authors affirm that
mapping the ODD system and the scenario system as shown in Figure 39, it becomes possible
to select the evaluation scenario following the ODD range.
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Figure 184: ODD scenario classification and relationship diagram of the system level classification based on the
three category scenario level (source: JAMA’s report 2021)

6.3.4 World standardization activities around AI-bases systems

Standards development organizations (SDO) are earnestly working to develop standards in
AI, including the safety and trustworthiness of AI systems. Some AI standardization efforts are
enumerated below:

• ISO: Expert group to carry out standardization activities for AI: The subcommittee
(SC) 42 is part of the joint technical committee ISO/IEC JTC 1, and has a working group
on foundational standards to provide a framework and a common vocabulary, and several
other working groups on computational approaches and characteristics of AI systems,
the trustworthiness, the use cases, the applications, and the big data processing aspects.
(https://www.iso.org/committee/6794475.html)

• ISO 34502 Road vehicles — Test scenarios for automated driving systems — Sce-
nario based safety evaluation framework (https://www.iso.org/standard/
78951.html). This document provides guidance and a state-of-the-art engineering
framework for ADS test scenarios and a scenario-based safety evaluation process. The
focus is about Highway AD system (upper Level 3/SAE definition). This document spec-
ifies the state-of-the-art holistic coverage test scenarios and scenario-based safety assur-
ance process within the product development. This document provides Scenario defini-
tion (Based-on Hazardous scenario), Scenario structure, and Safety target.

• ISO 22736 / SAE AWI PAS (Under Development): Intelligent transport systems —
Taxonomy and definitions for terms related to driving automation systems for on-road
motor vehicles (https://www.iso.org/standard/73766.html)

• The IEEE P7000 series of projects: These project are part of the IEEE Global Ini-
tiative on Ethics of Autonomous and Intelligent Systems, launched in 2016. In these
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project, “Fail-Safe Design of Autonomous and Semi-Autonomous Systems” is one of 13
standards addressed in the series. (https://standards.ieee.org/project/
7009.html)

• ANSI/UL 4600: A released standard has been done on “Standard for Safety for the Eval-
uation of Autonomous Products”. (https://ul.org/UL4600)

• The SAE G-34: Dedicated to Artificial Intelligence in Aviation, this Committee is re-
sponsible for creating and maintaining SAE Technical Reports, including standards, on
the implementation and certification aspects related to AI technologies inclusive of any on
or off-board system for the safe operation of aerospace systems and aerospace vehicles.
(https://www.sae.org/works/committeeHome.do?comtID=TEAG34)

• SAE International, Taxonomy and Definitions for Terms Related to Driving Automa-
tion Systems for On-Road Motor Vehicles J3016: This SAE Recommended Practice
describes motor vehicle driving automation systems that perform part or all of the dy-
namic driving task (DDT) on a sustained basis. It provides a taxonomy with detailed def-
initions for six levels of driving automation, ranging from no driving automation (level
0) to full driving automation (level 5), in the context of motor vehicles (hereafter also
referred to as “vehicle” or “vehicles”) and their operation on roadways. These level def-
initions, along with additional supporting terms and definitions provided herein, can be
used to describe the full range of driving automation features equipped on motor ve-
hicles in a functionally consistent and coherent manner. (https://www.sae.org/
standards/content/j3016_201806/)

• PAS 1883:2020, Operational Design Domain (ODD) taxonomy for an automated
driving system (ADS) - Specification: Wrote by The British Standards Institution (BSI).
The PAS introduces requirements for specifying an ODD to enable the safe deployment
of ADS. The document is intended for trialling organizations developing safety cases for
automated vehicle trials and testing. Sponsored by Centre for Connected Autonomous
Vehicles and the UK Department for Transport. (https://www.bsigroup.com/
en-GB/CAV/pas-1883/)

6.3.5 ASAM Organization

Association for Standardization of Automation and Measuring System (ASAM) is an inter-
national non-profit organization that aims at :

• promoting actively standardization within the automotive industry.

• providing a neutral collaborative platform. The goal is to identify common, non-competitive
challenges and solve them together .

• defining interfaces, protocols, file formats and data models for development and testing

ASAM organizes their activity around 7 core activities :

• 1. Measurement & Calibration Standards for working with ECU variables and param-
eters.

• 2. Diagnostics Standards for describing and testing the diagnostic subsystems of ECUs.
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• 3. ECU Networks Standards for describing and testing ECU networks.

• 4. Software Development Standards supporting the ECU software development process.

• 5. Test Automation Standards for working with test systems.

• 6. Data Management & Analysis Standards for storing, retrieving and analyzing large
amounts of data captured during simulation, testing, production and the operation of ve-
hicles.

• 7. Simulation Standards that support the automotive industry in furthering the state of
autonomous driving, especially with respect to (virtual) validation and verification.

The one that is of interest for us is the domain Simulation Standards. This domain is
organised through projects that are listed that all start with the prefix Open:

Figure 185: ASAM Activities in the simulation domain: OpenX projects (https://www.asam.net/
fileadmin/News/Brochures/ASAM_SIM-Guide_Online.pdf)

The goal of this state of the art document is not to make a exhaustive deep-dive of all existing
standard in Simulation domain but rather to see some already applicable ( or in development)
standards that would directly or indirectly be of interest for PRISSMA.
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Figure 186: Scenario-based testing with ASAM OpenX (https://www.asam.net/fileadmin/News/
Brochures/ASAM_SIM-Guide_Online.pdf)

6.3.5.1 Standards and ASAM OpenX

Figure 187: Overview of a generic architecture of a Simulation Environment with links and relation with standards

Figure 188: Overview on Standards for Simulation Across Organizations

216

https://www.asam.net/fileadmin/News/Brochures/ASAM_SIM-Guide_Online.pdf
https://www.asam.net/fileadmin/News/Brochures/ASAM_SIM-Guide_Online.pdf


[L2.3] Final State Of The Art Deliverable - WP2

6.3.5.2 OpenDRIVE ®

The ASAM OpenDRIVE format provides a common base for describing road networks with
extensible markup language (XML) syntax, using the file extension xodr. The data that is stored
in an ASAM OpenDRIVE.

Figure 189: Illustration of some ASAM OpenDRIVE elements

The ASAM OpenDRIVE road network is modelled along the reference line, which is the
core piece of every road. Roads, lanes, incl. their elevation profiles are all attached to the
reference line.

In ASAM OpenDRIVE several roads form a road network and can be connected. ASAM
OpenDRIVE can be seen as a construction kit of different road sections. The overall road
network is composed of individual sections interconnected with each other.

Today ASAM OpenDRIVE is a quite well spread standard in the industry and all Simulation
SW are able to parse an OpenDRIVEC file (.xodr) to create the equivalent road network in the
Simulation SW.

Figure 190: Illustration an Open DRIVE file in a simple viewer
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6.3.5.3 OpenSCENARIO ®

ASAM OpenSCENARIO defines the dynamic content of the world, for example, behavior of
traffic participants and how these are expected to interact with each other and the environment.

ASAM currently actively develops two parallel versions of it. The so called 1.x pipeline,
and the 2.x pipeline (first version released July 2022). ASAM OpenSCENARIO 1.x defines
a data model and a derived file format for the description of scenarios. The primary use-case
of ASAM OpenSCENARIO 1.x is to describe complex, synchronized Maneuvers that involve
multiple instances of Entity, like Vehicles, Pedestrians and other traffic participants.

The description of a scenario may be based on driver Actions, for example, performing a lane
change, or on instances of Trajectory, for example, derived from a recorded driving Maneuver.
The standard provides the description methodology for scenarios by defining hierarchical ele-
ments from which scenarios, their attributes and relations are constructed.

The data for scenario descriptions in ASAM OpenSCENARIO is organized in a hierarchical
structure and serialized in an XML file format with the extension xosc.

Figure 191: Illustration an Open SCENARIO file in a xml viewer

OpenSCENARIO 2.0 is proposed to be founded on the concept of a domain-specific lan-
guage, that should support all levels of scenario description, from the very abstract to the very
concrete in a suitable way.

In comparison to OpenSCENARIO 1.0, a more detailed set of actions and attributes for
the relevant simulation models shall be defined to allow for a more comprehensive scenario
description and to improve exchangeability. This is addressed by the introduction of a domain
model. The foundational concept of OpenSCENARIO 2.0 is to establish a domain specific
language of a declarative nature.

• A declarative language describes what should happen on scenario execution (including
the required parameterization/variation), rather than how to do it.

• A declarative language can also have a dual interpretation, i.e. provide a single scenario
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description which can be used to describe both how to make it and how to monitor that it
indeed happened..

This is important if we want to condition some operation on the fact that some other scenario
has happened before, without having to describe in detail how to cause that scenario. Here some
main functionality of such DSL language

Figure 192: parameter field - defines something which you can change/influence in the invocation:

Figure 193: variable field - defines a location to update during computations (e.g. to hold KPIs)

Figure 194: modifier/constraint - modify (influence) scenario behavior

OpenSCENARIO is still a young standard, especially OpenSCENARIO v2.0. Today AD
Simulation SW are not able to parse those specification. It will require some time before
the industry players being able to implement specific solver to create simulable test run
from Open SCENARIO v1.x / v2.0 . An opportunity that can be leveraged is to use third
party tool between the specification and the simulation SW to handle this.

6.3.6 ISO Standards :

A number of standards on the use of simulation for VAs have recently been published by
ISO, addressing both the use of simulation for the validation of VAs and the use of software
tools for VAs/

• ISO 11010 : Simulation model classification. A systematic framework has been created
that facilitates the definition of the requirements of simulation models for certain applica-
tions and driving manoeuvres in a standardized manner. the first part deals with vehicle
dynamics models, the second with perception sensor models and the last with tire models.

• ISO 19364 : Vehicle dynamic simulation and validation This standard deals with how
to compare vehicle simulation results with ground truth calibration data. The aim is
to validate the simulation tool but this remains limited to the scop of use (ground truth
corresponds to the case specified in standard 4138 i.e. steady-state circular driving tests
or the Slowly Increasing Steer Test).
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